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Abstract—Spectral transforms are widely used for the codifica-
tion of remote-sensing imagery, with the Karhunen–Loêve trans-
form (KLT) and wavelets being the two most common transforms.
The KLT presents a higher coding performance than the wavelets.
However, it also carries several disadvantages: high computational
cost and memory requirements, difficult implementation, and lack
of scalability. In this paper, we introduce a novel transform based
on the KLT, which, while obtaining a better coding performance
than the wavelets, does not have the mentioned disadvantages of
the KLT. Due to its very small amount of side information, the
transform can be applied in a line-based scheme, which particu-
larly reduces the transform memory requirements. Extensive ex-
perimental results are conducted for the Airborne Visible/Infrared
Imaging Spectrometer and Hyperion images, both for lossy and
lossless and in combination with various hyperspectral coders.
The results of the effects on Reed Xiaoli anomaly detection and
k-means clustering are also included. The theoretical and exper-
imental evidences suggest that the proposed transform might be
a good replacement for the wavelets as a spectral decorrelator in
many of the situations where the KLT is not a suitable option.

Index Terms—Embedded systems, hyperspectral image coding,
Karhune–Loêve transform (KLT), memory-constrained environ-
ments, progressive lossy-to-lossless (PLL) and lossy compression.

I. INTRODUCTION

S PECTRAL transforms are receiving much attention in sev-
eral applications of the remote-sensing field, for instance,

in dimensionality reduction for classification or monitoring
purposes. However, spectral transforms are particularly relevant
in hyperspectral image compression because of the high spec-
tral redundancy among components, which, when exploited,
yields substantial coding gains [1], thus improving storage and
transmission capabilities.

The most common spectral transforms in hyperspectral im-
age coding are wavelet transforms and the Karhunen–Loêve
transform (KLT). The KLT produces more competitive coding
results as it is trained for each input image to provide optimal
decorrelation. Nonetheless, several significant disadvantages
have been identified for the KLT: its extremely high computa-
tional cost and memory requirement, its higher implementation
difficulty, and that it is not a scalable transform, impairing
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component scalability. These disadvantages restrain the use of
the KLT in several situations, such as in interactive or real-time
processing, and in power- or memory-constrained environments
like on-board sensors. The wavelets, on the other hand, lack the
superior coding gains of the KLT, but they have much lower
computational costs and memory requirements, which are com-
patible with the resource-constrained scenarios described be-
fore. In addition, they also provide component scalability.

The particularities of two scenarios where a hyperspectral
transform coder might be used are worth discussing in de-
tail. When a transform coder is used on-board a plane or a
spacecraft, the image coder has to process the uncalibrated
information that might have varying features if compared with
the calibrated versions of the same information, such as, for
example, echo, smear, or streaking artifacts [2]. In this first sce-
nario, the important features of a coder are to have low forward
computational and memory costs and, if the bandwidth from the
sensor is limited, to be able to operate in the lossy or progressive
lossy-to-lossless (PLL) mode. In the second scenario, which is
document retrieval from an archive, the important features are
coding gains for both lossy and lossless, PLL operation, high
component scalability, and acceptable computational costs for
decoding.

When analyzing the origins of the four cited disadvantages of
the KLT, we note that two of them—its high computational cost
and not being a scalable transform—are direct consequences
of its optimal decorrelation property, which requires all of the
transform inputs to be present in the calculation of each output.
The third disadvantage—high memory requirement—is caused
by the two sequential stages of the forward transform, i.e.,
the whole image is first inspected during the training stage
and is then processed for the second time for the transform
application. Moreover, the fourth disadvantage—higher imple-
mentation difficulty—is due to the difficulties posed by the
iterative numerical algorithm commonly used in the last part
of the training stage.

To overcome the high computational cost, the discrete cosine
transform (DCT) was proposed [3], which assumes a Toeplitz
matrix as the data covariance matrix. However, the DCT has
a poor performance as a spectral decorrelator [4]. Similar
approaches in reducing the computational cost are the fast
approximate KLT (AKLT) [5] and the AKLT2 [6], which extend
the DCT with first- and second-order perturbations.

If the spatial size of an image is large enough, the transform
training costs, which amount to one-fifth of the total computa-
tional cost, can be reduced, as proposed in [4]. The proposal is
based on the extrapolation of the empirical covariance matrix
from a small sample of the whole input and is shown to be
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effective with very small sampling factors. On the other hand,
if the spatial size of an image is significantly small or if
the transform is applied in multiple spatial blocks, then the
eigenvalue decomposition (ED) costs are more significant, and
methods such as that in [7] might reduce them. The training
costs can also be diminished by pretraining a transform for a
generic set of images [8], [9]. Pretraining has a drawback, i.e., it
produces inferior coding gains because of the lack of specificity.

Two further improvements to the KLT are also worth point-
ing out: first, for lossless coding, a method is proposed to
replace the multiplication operations in the application and
removal stages of the transform by incorporating them into the
lifting decomposition [10], [11], thus applying a transform with
only the addition and shift operations, and second, the coding
gains can be improved by not assuming the Gaussian sources
and by finding the optimal spectral transform with an algorithm
based on independent component analysis [12], [13], which can
also be pretrained [14], [15].

In addition, to overcome the high computational cost and the
lack of component scalability disadvantages of the KLT, a few
recent papers propose to use a divide-and-conquer approach
in the transform application to achieve substantial gains in
computational costs and reasonable scalability, still obtaining a
virtually equal coding performance. In [16], the computational
costs are reduced for the lossless compression of the mag-
netic resonance images by using a recursively clustered KLT.
Similarly, we developed a multilevel clustered KLT structure
for PLL coding [17]. This structure yields greater savings and
leads to the family of structures discussed in [18], which have
reduced costs and have a better scalability. Other divide-and-
conquer approaches are discussed in [19] and [20], where two
levels of clusters are applied, and in [21], where a single-level
clustering is used to reduce the amount of side information and
to improve the transform performance on low bitrates for im-
ages with a small spatial size. Nonetheless, all previous divide-
and-conquer approaches still present difficult implementations
and memory requirements of the order of those of the KLT.

In this paper, we employ a divide-and-conquer strategy to
propose a very simple transform that requires a very small
amount of side information, which, in its turn, allows a line-
based application of the transform, which is not previously
available to other divide-and-conquer approaches. As will be
shown, the proposed transform still has a very good coding
performance—better than the wavelet transforms—and it is
capable of overcoming all the four related inconveniences of the
KLT, achieving notably lower computational costs and better
component scalability, particularly with a very low memory
requirement.

This paper is organized as follows. Section II introduces the
proposed pairwise orthogonal transform (POT). Section III con-
tains the experimental results. Section IV draws the conclusion.

II. POT

First, this section introduces the proposed simple spectral
transform for hyperspectral image coding, and then, it considers
some implementation issues. Finally, it provides an analytical
evaluation of its properties.

Fig. 1. Proposed pairwise structure for an image of eight components, where
each rectangle corresponds to a two-component KLT.

A. Transform Definition

The proposed transform is based on the application of a
divide-and-conquer strategy to the KLT, where the resulting
transform is a composition of smaller KLT transforms, namely,
a composition of KLTs for only two image components each.

In a full KLT, all components are decorrelated with each
other, independently of how much energy they share, i.e., inde-
pendently from how high is their covariance. On the contrary,
the proposed POT has a structure that decorrelates parts with
high shared energy while ignoring the other parts, as parts with
low energies have a lower influence in the coding performance.

A POT is organized in multiple levels. In the first level,
a two-component KLT transform is applied to every pair of
consecutive components, and the same approach is repeated in
successive levels but, at each level, only further decorrelating
the first resulting component of each transform of the previous
level. To clarify, the structure of a POT for eight components is
shown in Fig. 1. In case of unpaired components, which occurs
if the number of components in one level is an odd number, the
unpaired component is directly forwarded to the next level. The
unpaired components are alternatively selected from the left-
and right-hand sides at successive levels.

With the proposed structure, as with the KLT, most of the
image energy is accumulated in the first components since
each of the two-component KLTs operates as a classic KLT,
grouping most of the signal energy in one of the two resulting
components—the principal component—hence allowing most
of the energy to flow across the composition of the transforms
up to the resulting components of the last levels. Moreover,
the combination of multiple KLT instances also produces an
orthogonal transform, which still preserves the image variance
across domains, and allows a direct distortion estimation on the
transformed domain.

Let us recall the definition of a classic N component KLT:
let X be a matrix that has N rows, with one for each source,
and M columns, with one for each sample. Then, Y , which is
the outcome after applying the transform, is computed as

Y = KLTΣX
(X) = QTX (1)

where ΣX = (1/M)XXT is the covariance matrix of
X and Q is the orthogonal matrix obtained from the
ED of ΣX = QΛQ−1 (Λ = diag(λ1, . . . , λN ), |λ1| ≥ |λ2| ≥
· · · ≥ |λN |). Note that the sources must be manually centered
around zero if they do not have a zero mean. The covariance
matrix of Y is the diagonal matrix Λ, and λ1, . . . , λN are the
variances of each component after the transform.
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With the use of only the two-component KLTs, the ED pro-
cedure is greatly simplified, overcoming one of the previously
described KLT inconveniences, which is the implementation
difficulty. The following is a numerically stable solution that
does not require any iterative process to obtain Q:

Q =

(
p q
t u

)
Λ =

(
λ1 0
0 λ2

)

where

t = − q =
b

|b|

√
1

2
− (a− d)

2s

p =u =
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1

2
+
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2s
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)
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While computing Q, two precautions have to be taken into
account. First, if b = 0, then t and q are undefined. However,
assuming b/|b| to be either 1 or −1 is a sufficient solution.
Second, s � 0 if inputs are similar and share almost no energy,
which causes a division by zero. An appropriate remedy is to
use an identity matrix as Q.

Likewise, the same reasoning can also be extended to the
lifting decomposition of a two-component transform, which
allows the transform to be applied in a lossless mode. The
lifting decomposition and application of the KLT, otherwise
known as reversible KLT (RKLT), are performed as described
either in [22] or in [23]. The RKLT is based on decomposing
a transform matrix into multiple elementary matrices, with
each one being equivalent to a sequence of lifting steps, and
then performing the matrix multiplication by using these lifting
sequences. For a two-component transform, regardless of which
of the two methods is used, the required sequence of the
elementary matrices is of this form

QT=

(
p t
q u

)
=

(
1 0
0 s

)
P

(
1 0
w3 1

)(
1 w2

0 1

)(
1 0
w1 1

)
.

The following is a solution for the previous equation:
⎧⎪⎪⎪⎪⎪⎨
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P =

(
1 0
0 1

)
w1 = w3 = p−1

t

w2 = t, s = Det(Q) for |t| ≥ |p|
P =

(
0 1
1 0

)
w1 = w3 = 1−t

p

w2 = −p, s = −Det(Q) for |t| < |p|.

As Q is orthogonal (t2+p2=1), therefore, the condition |t|≥
|p| is enough to guarantee that no division by zero occurs. Note
that s only affects the sign of the nonprincipal result, which is
not further transformed, and as changing the sign of an entire
component is usually irrelevant to hyperspectral encoders, it
can always be assumed to be positive. The associated lifting
structure in performing

(
y1

y2

)
=QT

(
x1

x2

)
, as shown in Fig. 2,

requires only nine operations and a conditional permutation.

Fig. 2. Lifting structure for a two-component KLT. The conditional permuta-
tion is included.

Fig. 3. Example of a line-based application of a POT on a hyperspectral image
with six components.

B. Implementation Considerations

1) Side Information: As the KLT, the POT requires the use
of side information—usually, the transform matrix and the
offset of each component so that it has a zero mean—to indicate
a specific inverse transform to the decoder. The amount of side
information of the KLT is usually negligible if the image has a
medium or large spatial size, yet for images with a small spatial
size, the amount of side information of the KLT has an impact
on the coding performance [21]. Contrarily, the POT requires
a much smaller amount of side information, which is further
reduced by transmitting only t as a half-precision IEEE 754
floating-point number, for each pairwise transform. Note that
only t is required to be transmitted as p, q, and u can be directly
derived from t (2). As an example, without any side informa-
tion quantization or coding, for an Airborne Visible/Infrared
Imaging Spectrometer (AVIRIS) hyperspectral image of 224
components, the KLT would require at least 101 kB of side
information, whereas just 1340 B would suffice for the POT.

2) Line-Based POT: With such a small amount of required
side information, it is possible to apply the POT in a line-by-
line basis, as shown in Fig. 3, where each line of an image is in-
dependently processed from the rest. As the already processed
input lines can be discarded, a line-based transform does not
require buffering the whole image, substantially reducing the
memory requirements.

Moreover, most of the current hyperspectral sensors capture
images over a fixed width window with a height of just one pixel
and use the motion of the sensor itself to provide the remain-
ing spatial dimension of the image, specifically, either in the
pushbroom mode—capturing all the spectral bands of a line at
once—or in the whiskbroom mode—capturing the information
in a band interleaved by pixel (BIP) order [24]. Both modes are
particular cases of line-by-line image acquisition and are well
suited to the use of a POT in line-based processing, for instance,
in on-board applications.
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Fig. 4. Internal state of an eight-component transform when the components
are read sequentially. The internal state (top) before and (bottom) after the sixth
component of the image (c6) is read.

A particular order within the pushbroom mode—band inter-
leaved by line (BIL)—is the most suitable in performing a line-
based POT because a coder, in addition to being able to discard
the already processed lines, is also able to discard the already
processed components of a line. When a POT is applied to a
BIL-ordered image, where each component is read sequentially
for each line, as soon as two consecutive components of a line
are read, both can be transformed, and one of them can be
flushed to the output, while the other follows to the higher levels
of the structure, where it may also be transformed again. This
process is shown in Fig. 4, where only a portion of the two
spectral components of a line is required to remain in memory.
Contrarily, for a BIP order, due to the transform training stage,
a complete line has to be buffered before the transform can be
trained and then applied.

3) Covariance Computation: Another aspect of the trans-
form usage is the calculation of the covariance matrices ΣX ,
which amounts to one-third of the forward transform cost and
which can be optimized with knowledge of the eigenvalues of
the previous levels of transform. For each pairwise transform,
the covariance of its output is

ΣY =
1

M
YYT = QTΣXQ = Λ.

Since, first level apart, the pairwise transforms receive its
inputs from other transform outputs, the variance of an input
component is already computed (in Λ from the other trans-
form), and it corresponds to the eigenvalue λ1 associated with
that component. As such, values a and d from ΣX for trans-
forms beyond the first level are already available, while b is not
available because the two inputs have not been jointly examined
before. Deriving a and d from previous transforms reduces the
total cost of the covariance matrix calculation by two-thirds for
those transforms and one-third globally.

4) Range Expansion: When a POT is applied over an image,
the numeric range of its values is increased because the energy
is accumulated on a few components. Knowing the exact range
expansion is required, for example, to allocate the correct
register sizes.

Fig. 5. Cost comparison to apply lossy forward and inverse transforms to a
common AVIRIS image of size 677× 512× 224 (x× y × z).

The range expansion for each lossy two-component trans-
form can be calculated as follows. From (1) and (2)(
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On the lossless case, one also has to take into account the
error introduced by the lifting structure (Fig. 2), which is
bounded by [22, eq. (19)] to

‖u‖∞ ≤ 2 + |w3|+max {1 + |w2|, |w3|+ |w3 · w2 + 1|}
2

.

The peak values for |w2| and |w3| are, respectively, 1 and 1 +√
2; hence

‖u‖∞ ≤ 3 +
3
√
2

2
< 6.

As the number of levels of an N -component POT is not
greater than l = �log2N	, the range expansion of the whole
transform is bounded by

peakout < (peakin + 6l)
√
2
l

which corresponds to an increase of 5 b in the register size for
a 256-component transform applied to the 16-b data.

C. Analytical Evaluation

Having considered several implementation issues, this sec-
tion reports an analysis of the proposed POT with respect to the
following three inconveniences of the classical KLT: computa-
tional cost, memory requirements, and component scalability. It
will be shown that none of these three inconveniences remains
in a POT.

1) Computational Cost: The high computational cost of the
KLT renders it unpractical and even unusable on many situa-
tions. As an example, the costs in applying lossy forward and
inverse transforms on a typical AVIRIS image for KLT, POT,
and wavelets are shown in Fig. 5. In this particular case, the
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TABLE I
TRANSFORM APPLICATION AND REMOVAL COST (IN FLOPS). ρ IS THE COVARIANCE SUBSAMPLING FACTOR [4], n IS THE NUMBER OF SPECTRAL

COMPONENTS, AND m = xy IS THE NUMBER OF SPATIAL LOCATIONS OF THE ORIGINAL IMAGE. DOMINANT TERMS ARE DETERMINED,
ASSUMING m ≫ n AND ρ � 0.01. FOR THE WAVELET TRANSFORMS, l IS THE NUMBER OF LEVELS, AND THE COST IS EXACT IF n = 2lk, k ∈ N

TABLE II
APPROXIMATE PEAK MEMORY REQUIREMENTS MEASURED IN

NUMBER OF COEFFICIENTS. IN PARENTHESES ARE THE

BYTES NEEDED WHEN n = 224, y = 512, x = 677,
l = 5, AND COEFFICIENT BIT DEPTH IS 16 bpppb

KLT cost is over 30 times higher than that of POT or wavelets,
and the POT cost is slightly lower than that of wavelets.

In Table I, a detailed analysis of the transform costs is pro-
vided. Dominant terms are highlighted in the last two columns.

The main difference among the dominant terms is the
squared factor for the KLT, which substantially increases
the transform cost as the number of components increases.
The POT and wavelets transforms have an approximately linear
cost in relation to the components or spatial locations, and they
mainly differ on a constant factor. In both forward and inverse
modes, a lossy POT has a lower constant factor than a lossy
CDF 9/7, while the opposite happens in the lossless case. None-
theless, both POT and wavelets entail a very affordable cost.

2) Memory Requirements: A transform with a low memory
requirement can be used in memory constrained environments,
and it often involves nonproportional memory requirements,
allowing the coding of arbitrarily large images regardless of
the available memory capability. The KLT has a huge memory
requirement, which is proportional to the whole image size and
is usually well over a hundred megabytes. Contrarily, since the
POT is able to operate in a line-based mode, the POT requires a
tiny amount of memory, which is often around a few kilobytes.
The peak memory requirements for the KLT, POT, and wavelets
are reported in Table II, both when the image is fed to the
transform in the BIL order and when it is fed in the BIP order.
Although the reported results for the POT and wavelets are
both of acceptable magnitude, it is of interest to note the small
amount of memory needed by the wavelet transforms when the
data are in the BIP mode, which is a direct consequence of
the wavelets not having a training stage, enabling them to start
producing results as soon as all bands of one pixel are available.

TABLE III
TRANSFORM SCALABILITY (IN COMPONENTS REQUIRED TO RECOVER

ONE COMPONENT). n IS THE NUMBER OF SPECTRAL COMPONENTS.
l IS THE NUMBER OF WAVELET LEVELS. THE REPORTED WAVELET

SCALABILITY MAY BE REDUCED ON THE TRANSFORM EDGES

DUE TO COEFFICIENT MIRRORING (UP TO HALF)

3) Component Scalability: In the context of multicompo-
nent image coding, a spectral transform provides component
scalability if it allows to partially reverse the transform without
the need to invert the full transform. A transform with com-
ponent scalability allows features such as region of interest
retrieval, progressive decoding, and interactive transmission. In
this case too, the KLT has a serious impairment since, even
in recovering only one component, the full transform has to
be reversed. Table III reports the component scalability of
the three compared spectral transforms. POT is the transform
with better scalability, followed by wavelets, which have a
poorer component scalability, and, at a much larger distance,
by KLT, which does not provide any scalability. To successfully
take advantage of the transform scalability, it is important to
pair the transform with a scalable coder, such as JPEG2000,
which, apart from the spectral transform and the rate-distortion
(R-D) optimization stage, does not have any additional band
interdependency.

III. EXPERIMENTAL RESULTS

To evaluate the suitability of POT for hyperspectral image
coding, extensive experimental tests have been performed, in-
cluding classification-based experiments. In this section, the
results are reported and discussed.

Experiments have been conducted on a corpus composed of
several images from AVIRIS [25] and Hyperion [26] sensors.
The images obtained with an AVIRIS sensor have 224 spectral
components covering wavelengths from 370 to 2500 nm. For
the experiments with AVIRIS images, scenes with only the first
512 lines of each image have been used. The AVIRIS corpus



966 IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING, VOL. 49, NO. 3, MARCH 2011

TABLE IV
TECHNICAL NAMES FOR THE AVIRIS AND HYPERION IMAGES USED

includes images from various stages of the acquisition chain:
uncalibrated, radiance, and reflectance images. The Hyperion
images have a fixed width of 256 columns, a variable height,
and 242 spectral components covering wavelengths from 357
to 2576 nm, from which only 198 components are calibrated.
The Hyperion corpus includes the uncalibrated and radiance
images. The Hyperion sensor has a bitdepth of 12 bits per pixel
per band (bpppb), while the AVIRIS sensor has evolved over the
years, and some of its features have changed. In particular, the
bitdepth initially was 12 bpppb, and currently, it is 16 bpppb.
After calibration, the image bitdepth is 16 bpppb. Table IV
provides the full technical names and sizes for the images used.
The described images can be obtained from [25], [27], and [28].

A spectral transform is usually the first stage of the coding
process. Hence, to assess the compression gains, a spectral
transform has to be tested in conjunction with an image coder.
Three coders have been selected for this purpose: JPEG2000
[29], 3d-TCE [1], and TER [30], which is an improved ver-
sion of the Consultative Committee for Space Data Systems
(CCSDS) recommendation for image data compression [31].
JPEG2000 is a standardized multipurpose image coding sys-
tem, which provides a good performance and is well suited for
long-term archival. 3d-TCE is an embedded tarp-based coder,
with a performance similar to JPEG2000, but that differs from
JPEG2000 because it uses a different approach to provide the
probability estimates in the transformed domain. TER, which
is highly focused on satellite image compression, enhances the
CCSDS recommendation with volumetric R-D, quality scala-
bility, and other features. All three coders are able to perform
both lossy and PLL encodings of volumetric images, although
in this case, only 3d-TCE tries to exploit 3-D redundancy by
using a volumetric probability context in addition to the spectral
transform.

The implementations employed to perform the experiments
are the following: Kakadu for JPEG2000 [32], QccPack for 3d-
TCE [33], TER for CCSDS-IDC [34], and our own open-source
implementation of the KLT and the POT [35]. The coding
systems are alternated to show that the transform performance
results are consistent regardless of the coding method used.

Fig. 6. Pushbroom sensor artifacts on a region of the Hyperion image of Lake
Monona (a) before calibration, (b) with a simple preprocessing, and (c) after
calibration. (a) Uncalibrated. (b) Preprocessed. (c) Calibrated.

From the computational cost point of view, it has to be taken
into account that a transform is one stage of the whole coding
process of a coding system and that other stages may present
higher computational costs and memory requirements, depend-
ing on the combination of transform and coder selected. In
particular, to achieve a low memory cost, the coder implemen-
tation has to code in parallel and in a line-based mode all the
bands of an image (similar to what the Kakadu software does).
Implementation difficulty is increased by coding the image in
the line-based mode, mainly because multiple transforms are
applied at once, and the state of each one has to be maintained.
Note also that image coders that only perform pure lossless
codings of the hyperspectral images usually have lower costs
than a full transform coder with PLL capabilities.

In both lossy and lossless modes, the proposed POT spectral
transform is evaluated in comparison to the KLT and to a dis-
crete wavelet transform (DWT; Cohen–Daubechies-Feauveau
(CDF) 9/7 for lossy coding and CDF 5/3 for PLL, with five
levels). No spatial clustering is applied to the KLT, and the side
information for all transforms is coded with zlib [36].

There are several variations of a 3-D DWT (e.g., a pyramid
wavelet decomposition or a hybrid 1D+2D wavelet decompo-
sition such as the one used) and multiple DWT-based coders.
The use of a hybrid 1D+2D wavelet in combination with a
transform coder like JPEG2000 is the recommended approach
for this scenario in recent literature [4], [37]–[39], as being the
one that provides the best performance.

The rest of this section is organized as follows. First, an
issue with the pushbroom sensors is addressed. Next, the results
for lossy coding are discussed. Then, the PLL results are
reported, followed by pure lossless experiments. Finally, some
classification-based results are disclosed.

A. Pushbroom Sensors

Due to the nature of the pushbroom sensors (i.e., those
sensors that capture all the spectral bands of a line at once
by a bidimensional sensor array), vertical streaking artifacts
might appear, as occurs for the Hyperion sensor. These
artifacts, shown in Fig. 6, are caused by the use of an array of
sensors and the slight variations among each of them. These
artifacts are mostly removed by the calibration process [2],
but on the uncalibrated images, the streaking artifacts have a
severe impact on coding performance because they hinder the
detection of redundancy in adjacent locations.

To limit the impact of these artifacts, a very simple prepro-
cessing stage can be applied to the uncalibrated images from the
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Fig. 7. R-D performance comparison among the three spectral transforms.
(a) AVIRIS of Moffett Field radiance coded with JPEG2000. (b) AVIRIS of
Low Altitude radiance coded with TER.

Fig. 8. Effects of the pushbroom preprocessing. The image is the Hyperion of
Lake Monona. The coding system is JPEG2000.

pushbroom sensor Hyperion. The preprocessing is a reversible
process based on shifting the values of the image columns to
smooth the differences with their neighbors and is undone after
decompression just as if it was an additional transform. First,
the shifting offsets are obtained by

δi,k =
1

32

31∑
j=0

median
|m|≤4

(
Iw(i+m,0,x−1),j.k

)

where Ii,j,k is the value of the original image at band k, row j,
and column i, and x is the image width.

Only the first 32 lines are used to obtain the shifting offsets.
Afterwards, each image location, as it is retrieved, is modified

Fig. 9. Comparison of the transform performance between the uncalibrated
and radiance images. The coding system is JPEG2000. (a) AVIRIS of Yellow-
stone. (b) Hyperion of Lake Monona.

Fig. 10. Comparison of the transform performance between the radiance and
reflectance images. The image is the AVIRIS of Jasper Ridge. The coding
system is JPEG2000.

according to the previous offset by

Îi,j,k = w
(
Ii,j,k − [δi,k],−215, 215 − 1

)
.

The function w warps any integer value to the interval [a, b],
with a symmetric reflection around a if i < a or around b if
i > b, i.e.,

w(i, a, b) = b− |b− a− (i− a mod 2(b− a))| .
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TABLE V
SNR DIFFERENCE (IN DECIBELS) BETWEEN THE KLT, POT, AND WAVELET CDF 9/7. THE KLT IS USED AS REFERENCE, AND THE BITRATE IS SAMPLED

AT b = 0.1k, WITH k = 2, 3, . . . , 20, AND IS MEASURED IN BITS PER PIXEL PER BAND. THE IMAGES ARE CODED WITH JPEG2000

B. Lossy Coding

Fig. 7 shows the R-D evolution of the different spectral
transforms, namely, KLT, POT, and wavelet CDF 9/7. The plots
provide a relation between quality, measured in signal-to-noise
ratio (SNR), and bitrate, measured in bits per pixel per band.
In this case, the SNR is defined as SNR = 10 log10(σ

2/MSE),
where σ2 is the variance of the original image. A steady quality
evolution can be observed for all transforms in both examples,
with KLT obtaining the best performance, followed by POT,
and with wavelet CDF 9/7 producing the worst coding results.

The coding performance for the uncalibrated images from the
Hyperion sensor, shown in Fig. 8, varies depending on whether
a preprocessing is applied to remove the streaking artifacts or
not. The transform that is most affected by the streaking arti-
facts seems to be the POT, but all three transforms are heavily
affected by the artifacts. From now on, the preprocessing is
included in all codings of the uncalibrated Hyperion images,
and the operation is reversed on decodings.

Fig. 9 shows the comparisons of the coding performance
between the radiance and uncalibrated images, and Fig. 10
shows the comparisons of the coding performance between the
radiance and reflectance images when JPEG2000 is used as
the coding system. From the first comparison, it seems that
the wavelets suffer a noticeable penalization on the uncalibrated
images from the AVIRIS sensor and on the calibrated images
from the Hyperion sensor.

Table V shows the detailed comparison for the lossy coding
between the POT and wavelet CDF 9/7 in relation to the coding
results of the KLT. The results show a moderate performance
penalty for the POT and a higher performance penalty for the

wavelet. In the reported experiments, the performance decrease
of the wavelet CDF 9/7 spectral transform in the average case is
always higher than the performance decrease of the POT, with
the POT yielding results between 1 and 5 dB higher, except
for the uncalibrated Hyperion images where gains are more
modest perhaps because of the smaller difference between the
KLT and DWT.

An important remark is that, for the lossy coding of the
hyperspectral images, the most appropriate distortion measure
would often be how well the posterior processing and exploita-
tion tasks perform on imagery lossy coded, particularly for
the uncalibrated images where a calibration process is always
applied. This is not a trivial assessment at all as many different
processing and exploitation tasks can be applied, and each often
requires particular data sets (e.g., ground truth for a supervised
land cover classifier or models on sensor response for the
echo cancellation in the calibration of the Hyperion images).
Refer to Section III-E for the two examples of these particular
evaluations. If the posterior processing or exploitation task is
known, small corrections over a lossy image might be coded
as a side information to improve performance, as in [40], or a
more general approach can be followed by combining a lossy
transform coder with a quantized coding of the residual image
in a near-lossless approach [41], [42].

As shown in Fig. 11, at very low bitrates—less than
0.5 bpppb—some artifacts appear on the POT because of
its line-based application. The artifacts are barely perceptible
unless a strong sharpening filter is applied, and they disappear
as the bitrate increases. The low affectation by blocking the
artifacts of the POT might be explained by the small size of
each transform partition (i.e., one line), which enables a smooth
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Fig. 11. Blocking artifacts at very low bitrates. Component 20 of the Hyperion
image of Lake Monona coded with JPEG2000. Images in (b), (c), (e), (g), and
(h) had a sharpening filter applied to make the artifacts more apparent. (a) POT
0.15 bpppb. (b) POT 0.15 bpppb. (c) POT 0.5 bpppb. (d) Original. (e) Original.
(f) DWT 0.15 bpppb. (g) DWT 0.15 bpppb. (h) DWT 0.5 bpppb.

transition between them. If it was of interest to reduce these
artifacts, the variable t of each two-component transform and
the zero-mean offsets could be smoothed by a regularizing filter
with the values of adjacent lines.

C. PLL Coding

The results are also similar when the PLL coding perfor-
mance is evaluated, as shown in Fig. 12. Note that, at very
high bitrates, a lossless POT produces better results than a
lossless RKLT due to the smaller number of lifting steps of
the former, which causes smaller quantization errors before
the lossless regime is achieved. For the uncalibrated Hyperion
images, the RKLT performance drop is more noticeable, and
it starts at lower bitrates (even if images are not preprocessed
for the pushbroom artifacts). The results for TCE yield similar
performance gains.

D. Pure Lossless Coding

Table VI reports the bitrates required for lossless coding and
compares them with the bitrates needed by the pure lossless
methods. As what happened for PLL, the same relative perfor-
mance is maintained among the three spectral transforms (KLT,
POT, and wavelets) except for the Hyperion radiance images,
where the line-by-line adaption of the POT may be outweighing
its less general decorrelation ability, and it renders a POT per-
formance that is superior to KLT. On the Hyperion uncalibrated

Fig. 12. R-D performance comparison among the three spectral transforms
for PLL. (a) Hyperion Coastal radiance coded with JPEG2000. (b) Hyperion
of Erta Ale uncalibrated coded with JPEG2000. (c) AVIRIS of Yellowstone
radiance coded with TCE.

images, while, on average, the relative order is also maintained,
the difference between the three transforms is not significant.

With regard to an analysis among the radiance, reflectance,
and uncalibrated images, it seems that the radiance images
are the ones where compression is more effective, producing
smaller file sizes. When pure lossless methods are taken into
account in the comparison, an interesting remark is that a clear
division exists between the old 12-bpppb AVIRIS images from
1996/1997 and the newer 16-bpppb Yellowstone scenes from
2006. For the radiance images, on the older images, two pure
lossless methods (LAIS-QLUT (LQLUT) [43] and TSP-W2
[44]) exploit the artifacts introduced in the calibration process
[44], yielding a better performances, whereas the combination
of RKLT and JPEG2000 generally outperforms the pure loss-
less methods on the newer Yellowstone scenes. On these new
AVIRIS radiance images, the POT has a severe penalization,
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TABLE VI
LOSSLESS BITRATE FOR KLT, POT, AND CDF 5/3 WITH JPEG2000 (IN BITS PER PIXEL PER BAND). FIVE PURE LOSSLESS METHODS ARE ALSO

INCLUDED AS REFERENCE: FAST-LOSSLESS (FL) [45], LAIS-QLUT (LQLUT) [43], TSP-W2 [44], KSP [46], AND A1 FROM [47].
FOR THESE RESULTS, THE AVIRIS RADIANCE IMAGES HAVE BEEN USED IN ITS FULL HEIGHT

yet it provides a better performance than wavelet CDF 5/3.
For the uncalibrated images, the pure lossless method FL [45]
yields similar results as a combination of RKLT and JPEG2000,
where the latter provides the PLL capabilities at a higher
computational cost.

E. Classification-Based Experiments

An additional set of experiments measures the POT perfor-
mance using classification-based metrics, i.e., it measures how
classifiers are affected by the distortion introduced by a coding
system. The classifiers used are k-means for clustering (with 20
classes and Eulerian distance) [48] and Reed Xiaoli (RX) for
anomaly detection (with a 2% threshold) [49]. The RX detector
identifies the locations that are different from the background
by using the Mahalanobis distance to find the outliers (see [50]
for a review on its use on hyperspectral images). Both methods
are unsupervised classifiers that are widely used on remote-
sensing imagery. The results are reported in preservation of
classification units (POC), which is a percentage of how many
spatial locations stay in the same class if coding distortion is
added to the process.

In Fig. 13, the results for the k-means [48] on the AVIRIS
of Moffett Field are presented. In this case, the wavelet has a
slightly worse performance than POT, and the results saturate
qualitywise between 2 and 3 bpppb.

Fig. 14 shows the results for an RX detector [49] on the
AVIRIS of Lunar Lake. In this case, the results are more
unstable, particularly for the KLT, which seems to introduce
a distortion that is more detrimental to the classifier, perhaps
because the Mahalanobis distance is also calculated in a KLT-
transformed version of the image (i.e., another KLT not related
to the one used for coding). Although the POT composes

Fig. 13. Performance of the k-means clustering for the AVIRIS of Moffett
Field. The coding system is JPEG2000.

Fig. 14. Performance of the RX anomaly detection for the AVIRIS of Lunar
Lake. The coding system is JPEG2000.

several KLT, it does not produce such artifacts. Apart from the
RX instability with a KLT, the results are consistent with the
previous ones, showing that the POT provides better results than
the wavelets.
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IV. CONCLUSION

In this paper, a new spectral transform has been proposed
for the removal of spectral redundancy in hyperspectral image
coders. The KLT and wavelets are the most common spectral
transforms, but the KLT has four inconveniences that impair
its practical use, and the wavelets provide a lower coding
performance.

The proposed POT is based on the composition of multiple
two-component instances of the KLT. The use of such compo-
sition allows substantial benefits in computational cost, com-
ponent scalability, memory requirements, and implementation
difficulty.

A detailed analysis of the proposed transform has been
presented, comparing the POT with a full KLT and with the
wavelets and describing the different properties of the trans-
form. The analysis indicates that the memory requirements and
implementation difficulty are the issues where our contribution
is more substantial. Due to the small amount of side information
needed by the POT, a line-based approach is amenable, which
requires four orders of magnitude less of memory than a full
KLT. In addition, due to the use of the two-component KLT, the
diagonalizing of the covariance matrix can be greatly simplified
from a complex iterative process to a direct calculation. More-
over, the proposed transform also has a computational cost,
with a linear complexity in relation to the number of spectral
components, as opposed to the KLT which has a quadratic
complexity (i.e., the POT cost is forty-five times smaller than
the KLT for the AVIRIS images). Finally, the POT also provides
a good component scalability, which is better than that provided
by the wavelets and much better than the KLT.

Extensive experimental results are conducted for the AVIRIS
and Hyperion images and for three different image coding
systems (JPEG2000, TCE, and TER, which is an improved
version of the CCSDS IDC recommendation). The results con-
sistently report that the proposed POT spectral transform has a
better performance than the wavelets, although it does not reach
the coding performance of a full KLT. Results are reported
for the radiance, reflectance, and uncalibrated images; for the
lossy, PLL, and pure lossless coding; and for the classification-
based metrics. Generally, for all of the images tested and on all
experimental results, the proposed transform outperforms the
wavelets.

In conclusion, the proposed POT is a transform that might be
a good replacement for the wavelets as the spectral decorrelator
of the hyperspectral images in all of the scenarios where a
KLT is not a feasible option or simply where the extra coding
performance of the KLT is not worth its associated burdens.
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