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Abstract—The Karhunen–Loêve transform (KLT) is widely
used in hyperspectral image compression because of its high
spectral decorrelation properties. However, its use entails a very
high computational cost. To overcome this computational cost and
to increase its scalability, in this paper, we introduce a multilevel
clustering approach for the KLT. As the set of different multilevel
clustering structures is very large, a two-stage process is used
to carefully pick the best members for each specific situation.
First, several candidate structures are generated through local
search and eigenthresholding methods, and then, candidates are
further screened to select the best clustering configuration. Two
multilevel clustering combinations are proposed for hyperspectral
image compression: one with the coding performance of the KLT
but with much lower computational requirements and increased
scalability and another one that outperforms a lossy wavelet
transform, as spectral decorrelator, in quality, cost, and scalability.
Extensive experimental validation is performed, with images from
both the AVIRIS and Hyperion sets, and with JPEG2000, 3D-TCE,
and CCSDS-Image Data Compression recommendation as image
coders. Experiments also include classification-based results pro-
duced by k-means clustering and Reed–Xiaoli anomaly detection.

Index Terms—Component scalability, hyperspectral data
coding, Karhunen–Loêve Transform (KLT), low cost, progressive
lossy-to-lossless (PLL) and lossy compression.

I. INTRODUCTION

CURRENT remote sensors gather very large amounts of
information: They capture images with sizes ranging from

a few megabytes to the gigabyte range, and they produce lots of
such images, increasing the amount of information produced,
which is expensive to store and slow to manipulate and transmit.
Image compression techniques are capable of substantially
reducing image sizes, decreasing costs, and improving user
interaction with the information.

A common kind of images that remote sensors acquire is hy-
perspectral images, those with a few hundreds of spectral com-
ponents. In hyperspectral images, each of these components
represents the light of a given wavelength range for the same
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Fig. 1. NASA AVIRIS Low Altitude image coded with JPEG2000, with and
without spectral transforms.

spatial location, such that the components are highly correlated
and redundancy exists between them. An appropriate transform
applied in the spectral domain removes this redundancy and
improves compression performance.

Common spectral transforms are the discrete wavelet trans-
form (DWT) and the Karhunen–Loêve Transform (KLT). Their
use provides substantial compression improvements, with the
KLT yielding significantly better results [1]. However, the
better performance of the KLT comes at the price of an increase
of two orders of magnitude in computational cost and at the
price of not being scalable, which is the ability of reverting
the transform partially. Fig. 1 shows an example of the quality
improvements produced by spectral transforms when used in
combination with the JPEG2000 coding-system standard.

In this paper, we propose a family of variations to the
KLT, which will bring computational costs and scalabilities
comparable with those of the DWT but with almost the same
compression performance as the original KLT.

Computational costs are an important issue to take into
account; for example, on a theoretical 1-gflop CPU, applying
and removing a KLT transform on an image of size 224 ×
2048 × 512 (z × y × x) takes more than 4 min. In contrast, it
only takes 6 s if a DWT is employed as spectral transform. A
cost comparison among the KLT, the DWT, and our proposal,
when used as spectral decorrelators on an image of this size, is
provided in Fig. 2.

High computational costs are also an issue in the progres-
sive lossy-to-lossless (PLL) scenario, in which the coder used
produces lossless encodings when enough bytes are allocated,
but as opposed to a pure lossless method, it also provides
lower quality versions of the image when not enough bytes are
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Fig. 2. Spectral-transform cost for an image of size 224 × 2048 × 512 (z ×
y × x). Lossy compression.

available. In PLL, the reversible KLT (RKLT) [2], an approxi-
mation of the KLT, has to be employed. For the RKLT, similar
cost and scalability improvements will also be shown, and in
this case, the RKLT will be compared with a common reversible
wavelet, the integer wavelet transform (IWT).

Several improvements on the computational cost of KLT are
found in the literature, starting with the discrete cosine trans-
form (DCT), which was introduced as a low-cost alternative
to the KLT [3]. The cost reduction stems from the additional
assumption of a first-order Markov model. While still widely
used in image coding, the DCT performs poorly as a spectral
decorrelator. Later, the fast approximate KLT (AKLT) was
introduced [4]. It is based on linear perturbation theory and uses
the DCT as the related problem. It was also further improved
as the AKLT2 [5], which extends the AKLT with second-order
perturbations.

Other strategies for cost reduction try to reduce transform
training costs, which amount approximately to one-fifth of
the total cost. In [1], it is proposed to compute the empirical
covariance matrix from a small sample of the whole input, and
a subsampling factor of 1% is shown to be adequate for hyper-
spectral images. This strategy is compatible with our proposal
and will be discussed later. Another strategy to reduce training
computational costs is to train once the KLT for a training set
of images for all images [6], although with afterward, employ
the already trained transform for all images, although with this
strategy, the transform is not specifically trained for each image,
and its coding performance is worse.

On the other hand, the RKLT has been a recent subject, and
there are few improvements that alleviate its cost. In [7], a
recursive clustered structure is used to reduce the computational
cost of the RKLT in lossless coding of electroencephalograms,
and in [8], RKLT is used for lossless compression of magnetic
resonance images. Similarly, we developed a multilevel clus-
tered KLT structure for PLL [9]. This structure yields greater
savings and leads to the family of structures discussed in this
paper.

There are two objectives in this paper: to reduce the com-
putational cost of the KLT to an acceptable level and to add
component scalability to the transform, both for lossy and
PLL image coding. To that purpose, a family of multilevel
KLT clustering structures has been analyzed, and a procedure
to pick appropriate transforms has been devised. In addition,
very extensive experimental testing has been performed for a
wide range of hyperspectral images, image coders, and quality
measurements.

We should end this discussion by saying that our proposal
for reducing the computational cost of the KLT may still be too

high for its practical use for onboard compression. As noted in
[10], most image coding algorithms have excessive complexity
for onboard compression, and lossless predictive compression
methods are preferred. However, for on-the-ground compres-
sion, our proposal provides very competitive computational
cost, improved component scalability, and yields high coding
and classification-based performance.

This paper is organized as follows. Section II introduces the
proposed family of variations of the KLT. Then, Section III
describes a procedure to select notable elements of the pro-
posed family and describes how to measure their suitability.
Section IV contains the experimental results. Section V draws
some conclusions.

II. LOW-COST SCALABLE KLT

The KLT is a linear transform, constrained to provide sto-
chastic independence for centered Gaussian sources and, in this
sense, optimality. This comes at the price of having to apply a
different transform for each set of sources.

Let X be a matrix that has N rows, one for each source, and
M columns, one for each sample. Then, Y , the outcome after
applying the transform, is computed as

Y = KLTΣX
(X) = QTX (1)

where ΣX = (1/M)XXT is the covariance matrix of X , and
Q is the orthogonal matrix obtained from the singular value de-
composition (SVD) of ΣX = QΛQ−1 (Λ = diag(λ1, . . . , λN ),
λ1 ≥ λ2 ≥ · · · ≥ λN ). Note that the sources must be manually
centered around zero if they do not have a zero mean.

Once the transform matrix has been generated (or trained),
the KLT application consists only of a matrix multiplication.
If a lossy transform is desired, then the multiplication can be
naturally applied using fixed-precision numbers. However, if
exact recovery is needed, then additional precautions must be
taken. Problems arise from the matrix multiplication, which
is not exactly reversible because of the small imprecisions
caused by the use of floating-point arithmetic. This situation
can be resolved by decomposing the matrix multiplication into
reversible lifting steps, which can be later applied and reversed
without loss [11].

Originally, two lifting decomposition strategies were pro-
posed, the TERM and the SERM [2], where the latter trades
an increase of factorization time for lesser application costs.
Another variant was proposed in [12], where the quantization
noise introduced by the lifting steps was reduced substantially
but with higher computational costs. We call this last one the
3TERM.

A. Multilevel Clustering

There are three main sources for the computational cost of
the KLT: the covariance matrix calculation and the forward and
reverse applications of the transform. The three operations have
an effective computational complexity of O(n2), where n is the
number of spectral components. With this in mind, a divide-
and-conquer approach seems appropriate, as for each division,
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Fig. 3. Example of a multilevel clustering KLT structure. This structure
decorrelates 15 spectral components with three levels of clustering.

Fig. 4. Comparison of compression performance for several spectral trans-
forms: full KLT, DWT, single-level KLT with 56 clusters, and multilevel KLT
with 56 clusters on the first level and successive levels with half the number of
clusters. Image is AVIRIS Yellowstone (Sc 0).

the total cost is halved. Therefore, dividing a large transform
into multiple clusters (or spectral tiles) and applying smaller
transforms yield significant reductions on all three cost sources.

A drawback of this simple approach is that it only pro-
vides local decorrelation within each cluster. However, global
decorrelation can be achieved by applying additional transform
stages, where only the “most important” parts are further decor-
related. This scheme is shown in Fig. 3. We know from [9] that
using a homogeneous multilevel KLT structure, where half of
each cluster is forwarded to the next stage, is a good start. In
Fig. 4, the benefits of a homogeneous multilevel structure can
be observed. Nevertheless, as will be seen later, other structures
can be used to obtain further cost reductions.

To define a specific multilevel clustering KLT structure, the
notation C = {clevel,index} is used. Cl is the set of clusters in
level l of the structure C. For each cluster, let Size(ci,j) be the
size of the cluster and Th(ci,j) be the number of elements in
the said cluster that proceeds to the next level. As an example,
Fig. 3 scheme is defined by the set C = {c1,1, c1,2, c1,3, c2,1,
c2,2, c3,1} with, for instance, Size(c1,2) = 5 and Th(c2,1) = 2.

Due to the large number of possible structures, choosing a
specific multilevel structure from all the possible ones is not a
trivial problem. For example, for as few as 16 components, the
total number of possible structures1 is 8.77 · 1026. Moreover,

1Multilevel clustering structures for n components can be counted with
g(n) = 1 +

∑n−1

t=2
f(n, t)g(t), where f(n, t) is the number of one-level

clustering configurations of n components that forwards t components to the
next level.

structure parts cannot be selected independently, as the perfor-
mance of the parts of one level depends on the configuration of
the parts of the previous level.

How to select a structure as a whole for each specific situa-
tion is addressed in Section III, while how to select individual
structure parts is addressed here.

The structure specification can be divided into two kinds of
problems: determining the size of each cluster in the structure
and, for each cluster, setting the threshold on how many com-
ponents are forwarded to the next stage.

For the first problem, cluster size determination, a local
search may be reasonable, as the number of possible cluster
sizes for one level is relatively small. Moreover, search cost can
be reduced if some constraints are added to the cluster sizes
such as homogeneity within a level.

The second problem, deciding how many components are
forwarded to the next stage, can be effectively linked to eigen-
thresholding methods, which try to determine the amount of
components to retain after a KLT, which is precisely our sit-
uation. The set of different eigenthresholding methods is very
large. The ones found to be more relevant to this research are as
follows.

1) Scree test [13]. It is a subjective test based on the visual
inspection of a plot of the eigenvalues. The threshold is
set where the viewer determines that there is a change of
trend (i.e., the “elbow” of the plot).

2) Average Eigenvalue (AE). Components with above-
average eigenvalues are selected. Usually, only the first
component is selected, while on other occasions, two are
selected.

3) Empirical Indicator Function (EIF) [14]. Malinowski
discovered a simple function (2) that predicted the correct
number of factors in his chemical experiments. It yields
results very similar to the scree test. It might be a good
automated replacement, i.e.,

EIF = arg min
j=0,...,N

√ ∑
j<i λi

M(N − j)3
. (2)

The following methods were also examined but had to be
discarded due to more efficient alternatives, sensitivity to non-
Gaussian noise, or inability to operate on zero-mean data:
energy percentage, parallel analysis [15], Akaike information
criterion [16], minimum description length [17], [18], and
Harsanyi–Farrand–Chang method. [19].

Fig. 5 shows an illustrative comparison of the different
eigenthresholding methods. The figure shows the energy ac-
cumulation for an example cluster after a KLT transform and
indicates, according to each method, how many components
should be forwarded to the next level.

In the relevant eigenthresholding methods, two clear trends
are observed. The first trend corresponds to the AE method,
where one component is selected most of the times, and, on
rare occasions, two components are selected. The other trend
corresponds to the scree test and EIF. The scree test has the
disadvantage that human intervention is required every time a
threshold needs to be determined.
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Fig. 5. Comparison of the different eigenthresholding methods. KLT applied
on a cluster of 28 components of the AVIRIS image Moffett Field.

Fig. 6. Effects of image subsampling for covariance calculation. The AVIRIS
image Jasper Ridge has been compressed at different bitrates with JPEG2000
on lossy mode.

B. Subsampling

Image subsampling in the KLT has been known to sub-
stantially reduce the training cost of the KLT [1]. The aim is
to use only a small sample of the image spatial locations to
compute the covariance matrix. Subsampling factors of ρ =
0.01 (1%) are known to provide almost the same compression
performance results on unclustered transforms.

For clustered transforms, image subsampling in the KLT
training also provides substantial cost reduction. It simply needs
to be applied in each of the clusters since with clustered
transforms, the number of spatial samples does not change.

We have reproduced the experiments in [1] and also found
ρ = 0.01 to be an adequate subsampling factor for the multi-
level clustering KLT approach. However, as shown in Fig. 6,
this factor is bitrate dependent and could be further decreased
for low bitrates. For hyperspectral images, a ρ factor of 0.01
effectively reduces the cost to a small fraction and leaves
application and removal as the main sources of cost.

III. STRATEGY FOR CANDIDATE SELECTION

In this section, we formulate how to select which cluster
combinations to explore from all the possible ones and how to
evaluate their suitability.

Strong similarities have been observed on the performance
of each multilevel clustered KLT structure across the different
imagery used. Fig. 7 shows how the images used in the next

Fig. 7. Energy accumulation for two AVIRIS and one Hyperion images. One
level of clustering is applied, with 16 clusters of 14 components each.

section have similar behaviors. While the energy at each com-
ponent is not equal for the three different images, the peaks
have the same width, which is a key aspect that allows result
extrapolation.

Two strategies for structure selection are proposed. Both
strategies produce various candidate structures for each spe-
cific situation; further screening leads to the selection of very
effective transforms. The idea behind both strategies is to
examine each cluster size, from 4 to 28, and forward as many
components as the various eigenthresholding methods suggest,
producing a list of different candidate structures.

To reduce the solution space (i.e., candidate list), three con-
straints are added. First, a constraint of cluster size homogene-
ity has been added to each clustering level

∀ l, i, j, Size(cl,i) = Size(cl,j).

Second, nonregular structures where the cluster number does
not divide the number of components are not examined, as they
can be easily adapted from regular structures, using one cluster
with fewer components. Third, structures with more than one
cluster on the top level are discarded, as early results showed
huge quality penalties.

As described next, strategies differ on whether a dynamic
eigenthresholding method is used or not.

1) Given the previous restrictions, if thresholds are known
a priori, the result is a fully static structure, where the
whole structure can be chosen before it is applied and
does not vary with different images. To define static struc-
tures, we set the same threshold value for each cluster of
a level based on the average output of either the EIF or
the AE method for a training image. As all the clusters in
a level have the same size and threshold, static structures
can be identified with a list of L elements, corresponding
to the number of clusters of each level, their sizes, and
their thresholds, i.e.,

[(#C1, Size(c1), Th(c1)) , . . . ,

(#CL−1, Size(cL−1), Th(cL−1)) , (#CL, Size(cL), 0)]

where cl is any cluster of level l.
For example, the structure [(2, 5, 3), (1, 6, 0)] has two

clusters of five components on the first level. From each
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Fig. 8. Tree representing all the possible static structures for a specific corpus.
This is a piece of the tree for hyperspectral images of 224 components.

cluster of the first level, three components are forwarded
to the second level, where the structure only has one
cluster of six components.

This notation has the property that two structures with
the same prefix in its notation also share the same stages
until that point, which is useful to enumerate the possible
structures for a corpus of images. In Fig. 8, a tree is shown
where each leaf is a different clustering structure, and
each structure is identified by the sequence of integers
corresponding to its path from the root to the leaf.

2) On the other hand, a dynamic structure is produced if
either AE or EIF are used to set the threshold individually
for each cluster on the fly and without any training.

Only structures with all clusters of the same size for all
levels are selected (as opposed to static structures, where
sizes are allowed to vary between levels). After the first
level of clusters, a thresholding method is used, and then,
in the next level, enough clusters are allocated to treat all
the forwarded components. This scheme is repeated until
there is just one cluster in the top level.

Two convenient tweaks are applied to the parameters.
First, to guarantee a decreasing number of clusters at
each level, thresholds are limited to half the number of
components of a cluster. Second, if the number of clusters
does not divide the number of forwarded components,
then additional components are selected, starting with
those with more energy among all the clusters in that
level.

Following the strategies described in this section, a list of
candidate structures for hyperspectral images has been built.
For static structures, the whole tree, partially shown in Fig. 8,
has been manually expanded, generating more than 200 nodes
and 68 valid structures. As for dynamic structures, there are
eight substrategies to create one candidate structure for a given
image that differ on the thresholding method (AE or EIF) and
cluster size (4, 7, 14, or 28).

Once a list of candidate structures has been generated, each
candidate needs to be tested against the others to determine
the most suitable one. The suitability of a structure will be
determined by three criteria: quality, cost, and scalability. Each
criterion will be evaluated as follows.

1) Quality is evaluated with the signal-to-noise ratio2 (SNR)
produced by the tested structure in relation to the SNR

2As defined by SNR = 10 log10(σ2/MSE).

produced by the full KLT transform. In the PLL scenario,
the relative difference of compression ratio (CR) for
lossless compression will also be considered.

2) Cost is calculated counting the total floating-point oper-
ations required to apply and remove a transform. Table I
provides operation counts for one cluster, for the lossy
case, and for the three lossless approximations. The total
cost of a transform for N components applied to M
spatial locations can be computed, as shown in (3), by
adding each cluster cost and the cost of the additional
stage to guarantee zero mean, i.e.,

TotalCost(C) = 3MN +
∑
c∈C

ClusterCost(c). (3)

3) Scalability has been evaluated measuring the depen-
dences to decode only one component; in other words,
the number of components required for the inverse trans-
form. As the KLT is not scalable at all, clusters must be
completely reversed to recover one of its components.
In addition, clusters with dependences first need their
dependences reversed.

Each candidate structure has been evaluated according to the
previously set criteria, and results of each are discussed in the
next section.

IV. EXPERIMENTAL RESULTS

Two sets of hyperspectral imagery have been used to pro-
duce experimental coding results. One is the AVIRIS corpus,
frequently used in image coding [21], and the other is the corpus
from the spaceborne Hyperion sensor of the Earth Observing 1
(EO-1) program [22]. Images of both sets are signed and have
16 bits/sample. The spectral size of the Hyperion images is
242 components, but the last 18 are uncalibrated and have been
discarded; thus, matching the spectral size of 224 components
of the AVIRIS images. The AVIRIS images have been cropped
to a size of 224 × 512 × 512 (z × y × x), while the Hyperion
images have not been cropped and have a fixed width of
256 columns and a variable height ranging from 2905 to
3352 rows. For readability, images are referenced by their short
name, and full technical names and details are provided in
Table II.

The multilevel clustered versions of the KLT and RKLT are
only proposed as a spectral transform, one of the coding stages
of a coding process; hence, to properly measure their appro-
priateness as spectral transforms, the compression performance
of the whole coding process has to be assessed. The coders
selected for this purpose are the following: JPEG2000 [23], 3d-
TCE [24], and TER [25], an improved version of Consultative
Committee for Space Data Systems (CCSDS) recommendation
for image data compression (IDC) [26]. The first one is a
standardized multipurpose image coder, which includes support
for arbitrary spectral transforms. 3d-TCE is an embedded tarp-
based coder, with a performance similar to JPEG2000. The
last one, TER, enhances the CCSDS recommendation, highly
focused on satellite image compression, with volumetric rate

Authorized licensed use limited to: Universitat Autonoma De Barcelona. Downloaded on June 30,2010 at 13:26:54 UTC from IEEE Xplore.  Restrictions apply. 



BLANES AND SERRA-SAGRISTÀ: COST AND SCALABILITY IMPROVEMENTS TO THE KLT 2859

TABLE I
DETAIL OF CLUSTER COST (IN FLOPS). ρ IS THE SUBSAMPLING FACTOR, n = Size(c) IS THE NUMBER OF COMPONENTS OF THE CLUSTER, AND M IS

THE NUMBER OF SPATIAL LOCATIONS OF THE ORIGINAL IMAGE. SVD COST IS FROM [20], AND TERM/SERM APPLICATION COSTS ARE FROM [2]

TABLE II
TECHNICAL NAMES FOR AVIRIS AND HYPERION IMAGES USED

distortion, quality scalability, and other features. All three
coders are able to perform both lossy and PLL encodings.

The implementations chosen to perform the experiments are
the following: Kakadu for JPEG2000 [27], QccPack for 3d-
TCE [28], TER for CCSDS-IDC [29], and our own open-source
implementation of the clustered KLT [30].

Candidate multilevel clustered KLT structures are evaluated
as spectral transforms, in comparison with the original KLT
and also with wavelets. The wavelet transforms used as spectral
transforms are the Cohen–Daubechies–Feauveau (CDF) 9/7 for
lossy coding and the CDF 5/3 for PLL; both of them were
applied with five levels.

The remainder of this section is organized as follows: First,
the results for candidate multilevel KLT structures are dis-
cussed; then, rate-distortion (R-D) evolutions and CRs are
analyzed for the best structures; and finally, some classification-
based results are reported.

All the candidate structures have been tested in order to
assess their properties. In Table III, results in relation to the
KLT for the candidate structures are presented, and for each
structure, measures of the three criteria proposed in the previous
section are listed for both lossy and PLL. As can be seen, dy-
namic thresholds provide the greater cost reductions and better
scalabilities while having a moderate quality penalty. On the
other hand, static thresholds guarantee stable quality with still
good computational savings. The most remarkable structures
on the candidate list are the one with static thresholding with
the following configuration: [(32, 7, 2), (4, 16, 6), (2, 12, 4),
(1, 8, 0)] and the dynamic one based on AE and a cluster
size of four (AE size 4). The former achieves almost the same
quality as the full KLT, while keeping cost lower than the
previous approaches, and still with a decent scalability. The
latter outperforms a lossy wavelet transform in all criteria and
is very competitive against lossless wavelets. Note that a static

structure, due to its nature, might also be more amenable to
hardware implementations.

From the AVIRIS corpus, Yellowstone images were acquired
in 2006 and calibrated with a different scaling factor [31].
For these Yellowstone images, there is a slightly better static
structure: [(32, 7, 3), (8, 12, 5), (2, 20, 7), (1, 14, 0)], which is
capable of obtaining higher qualities with a small cost increase.
However, for the other images tested, this last structure per-
forms similarly to the other structures, while it has a higher cost.

Further analysis of the performance of the two first structures
follows. For brevity, from now on, they will be referred to as
static and dynamic. Details on each structure organization and
costs can be found in Figs. 9 and 10, respectively.

Quality-evolution plots of the two selected structures are
shown in Fig. 11. The proposed structures perform well, both
in lossy and PLL, on all the images tested and no significant
changes are appreciated whether JPEG2000, TCE, or CCSDS-
IDC is used. As expected, the static structure yields almost the
same performance as the original transform; in addition, on
very low bitrates, it performs even better due to the reduced
amount of side information required by the smaller KLT matri-
ces. On the Hyperion images, the reduction of side information
is not so relevant, as the proportion of side information to the
spatial size is lower, and still the results are similar. Moreover,
as expected, the dynamic structure consistently outperforms the
wavelet transform as spectral decorrelator in all the scenarios
tested.

Lossless compression rates are reported in Table IV, where it
can be observed that little impact is produced by the use of the
static clustered approach (usually bitstream sizes differ by less
than 0.1 bpppb). On the other hand, a dynamic cluster approach
produces larger bitstreams, which have CRs between the RKLT
and the IWT. Still, the results are close to the ones of the RKLT
for the dynamic structure. Note that the proposed transforms
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TABLE III
DETAILED RESULTS FOR STATIC AND DYNAMIC STRUCTURES. CODING METHOD IS JPEG2000. ΔSNR IS THE AVERAGE OF THE SNR DIFFERENCE

WITH THE FULL TRANSFORM. IT IS SAMPLED AT 0.1 k bpppb FOR k = 1, . . . , 20 AND IS MEASURED IN DECIBELS. ΔSize IS THE INCREASE OF

SIZE FOR LOSSLESS BITSTREAMS. COST ONLY INCLUDES TRAINING, APPLICATION, AND REMOVAL OF THE SPECTRAL TRANSFORM

AND IS IN GIGAFLOPS. A CONSTANT SUBSAMPLING FACTOR OF ρ = 0.01 HAS BEEN USED FOR ALL KLT TRANSFORMS

Fig. 9. Best structures of multilevel KLT clustering for hyperspectral images
according to the procedure described in Section III. (a) static and (b) dynamic
for the AVIRIS image Cuprite.

are also suitable to operate in near-lossless mode, where the
peak absolute error is bounded, if a scheme similar to the ones
proposed in [32] and [33] is employed.

As for the classification-based results, two very common
unsupervised classification techniques are used: k-means clus-
tering [34], and Reed–Xiaoli (RX) anomaly detection [35]. In
this case, k-means has been configured to produce ten clusters
with spectral angle as distance function; for RX, a confidence
coefficient of γ = 99% has been set, and the results are reported
using preservation of classification (POC). Fig. 12 shows the
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Fig. 10. Costs of the selected structures for an image of size 224 × 2048 ×
512 (z × y × x). ρ = 0.01. (a) Lossy. (b) PLL.

performance of both classifiers when tested on images that have
been compressed and uncompressed with PLL procedures. It is
important to note that, for k-means, classes are more or less
homogeneous in size, but for RX, the class that represents
anomalies is very small. Therefore, a 1% drop on POC for
k-means is very acceptable, while it is not for RX.

On tests for both classification techniques, the RKLT and
its clustered variants perform similarly except on one sample
on the RX results, where the RKLT produces a compression
artifact that the RX detector marks as an anomaly. Nonetheless,
this artifact is produced at a bitrate where the RX performance
is already not acceptable. On the other hand, the IWT yields
lower classification performance than the RKLT for the same
bitrate.

In Fig 13, a visual comparison shows the different perfor-
mance of an RX anomaly detector depending on the transform
used. In order to produce visually appreciable results, the RX
detector result is not thresholded, and the images are highly
compressed. While all the techniques used introduced several
artifacts on the RX results, these are more noticeable with the
use of the dynamic structure or the IWT.

RX anomalies are usually computed after a KLT, and since
the transform is a shared part in image coding and RX anomaly
detection, [36] propose to improve the preservation of anom-
alies by simultaneously detecting anomalies, while the image
is coded with a KLT. In that context, if the evaluation of the
proposed transforms for RX anomaly detection proved positive,
a similar scheme could be set up to perform both coding and
detection.

V. CONCLUSION

In this paper, we have investigated how to reduce the com-
putational cost of the KLT to acceptable terms through the use
of multilevel clusterings. Clustered versions of the KLT pro-
vide a good solution, as they require much less computational
resources than the KLT, they maintain its coding performance
if applied over multiple levels, and are compatible with the use
of subsampling in the covariance calculation, a technique that
virtually removes transform training costs. With the proposed
approaches, significant gains are achieved on the KLT training

Fig. 11. R-D evolution of the proposed structures for various techniques and
images. (a) Lossy coding of the AVIRIS image Low Altitude with JPEG2000.
(b) Lossy coding of the AVIRIS image Moffett Field with TER (an enhanced
version of CCSDS-IDC) [25]. (c) PLL coding of the Hyperion image Tornado
with JPEG2000. (d) PLL coding of the AVIRIS Moffett Field with TCE.

and on the forward and inverse application of the transform. In
addition, clustered transforms have also quite good scalabilities.

Our objective has been to find suitable multilevel clustering
structures, among all the possible clustering combinations,
that had low resource consumption and yielded similar coding
performances as the KLT. However, as the set of possible clus-
terings is very large, some strategy to select candidate members
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TABLE IV
BITRATES AT WHICH ENCODERS PRODUCE LOSSLESS BITSTREAMS. MEASURED IN BITS/PIXEL/BAND. BEST AND WORST IMAGE CODING METHODS

ARE HIGHLIGHTED FOR EACH CORPUS. THREE PURE LOSSLESS METHODS ARE ALSO INCLUDED AS REFERENCE: FAST-LOSSLESS (FL) [37],
LAIS-QLUT-OPT [38], AND TSP-W2 [31]. FOR THESE RESULTS, THE COMPLETE AVIRIS IMAGES HAVE BEEN USED

Fig. 12. Classification-based measures for the AVIRIS image Lunar Lake and
JPEG2000. (a) k-means classification. (b) RX anomaly detection.

is necessary and to that purpose, eigenthresholding methods are
useful. Eigenthresholding methods, which are used to discard
noise components in a principal component analysis, are here
employed to help determine the number of forwarded compo-
nents between levels of clusters. Among the eigenthresholding
methods examined, EIF and AE are the most suitable.

Moreover, two distinct approaches to select structures have
been investigated, differing on whether eigenthresholding
methods are used directly over every image (dynamic struc-
tures), or are used only to characterize the transform for a set of
images (static structures). We found that static structures tend
to have higher coding performances than the dynamic ones, but
dynamic structures are the ones with greater cost savings.

Two most relevant multilevel clustered structures are found;
one static and one dynamic. If compared with a wavelet trans-
form, the former has a competitive cost and almost the same
coding performance as the KLT, while the latter, also as com-

Fig. 13. RX anomalies for the Hyperion image Agriculture. The image has
been encoded and decoded with one of the spectral transforms and JPEG2000
at 0.3 bpppb. (a) No compression. (b) RKLT full transform. (c) RKLT static
clustering. (d) RKLT dynamic clustering. (e) IWT.

pared with wavelets, has a similar cost and better performance,
although not as good a performance as the KLT. The use of one
of these two transforms effectively solves our initial problem:
computational costs. While the static transform allows applying
a KLT with very reasonable resource constraints, the dynamic
transform can be taken as a direct replacement of the DWT for
spectral coding, improving the DWT in all the three measured
criteria: quality, cost, and scalability. For both lossy and PLL,
the proposed transforms perform between 16 and 50 times
faster than the original KLT.

The best two transforms have been further validated in
experimental results, which have shown similar behaviors when
used in different images, with different image coders, or in lossy
or lossless mode. In addition, the transforms have been used
in classification-based experiments, which have also shown
similar results.
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