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Abstract. This paper studies attribute disclosure risk in aggregated
smart meter data. Smart meter data is commonly aggregated to preserve
the privacy of individual contributions. The published data shows aggre-
gated consumption, preventing the revelation of individual consumption
patterns. There is, however, a potential risk associated to aggregated
data. We analyze some datasets of smart meter data consumption to
show the potential risk of attribute disclosure. We observe that, even
if data is aggregated with the most favorable aggregation approach, it
presents this attribute disclosure risk.
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1 Introduction

Smart meter data provides a detailed insight on home energy consumption and
can be used for different purposes: prediction of future consumption, redesign of
power grids, or simply for marketing and public knowledge. Several approaches
exist to anonymized smart meter data, and most of them are based on providing
some sort of aggregation [1,4,11]. That is, data is aggregated to preserve the
privacy associated to each smart meter, and consequently to each home power
consumption.

There are different approaches to aggregate smart meter data with privacy
purposes. One approach is to globally aggregate all the data from all available
sources. In other schemes the data is aggregated geographically in distribution
points. In any case, aggregated data is usually considered safe. Several smart
meters (homes) readings are aggregated together forming an anonymity set, this
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is commonly extended to ensure k-anonymity [17] in the released dataset. There
are however some potential risks associated to aggregated smart meter data. In
this paper we investigate a potential attribute disclosure attack, where a user,
whose data is included in the dataset, can estimate some partial information
from the anonymized dataset.

The idea is to check if the aggregation of data could lead to situations where
the aggregated value can be used to approximate the original value of a respon-
dent. To that end, we investigate smart meter data aggregated using microag-
gregation, which can be seen as the most favorable aggregation to avoid this
kind of attacks.

The goal of the paper is to outline the problem and make aware the commu-
nity about it. This paper complements our previous results [3,2] discussing some
specific attacks to smart grid data. More particularly, we used Non-Intrusive
Load Monitoring (NILM) with the goal of detecting individual appliances in
aggregated data.

The paper is organized as follows. Section 2 discusses smart meter data and
its aggregation, Section 3 describes the attribute disclosure problem in aggre-
gated data, and Section 4 analyzes the attribute disclosure in smart meter data.
Section 5 discusses some aspects of e attribute disclosure attack, and Section 6
concludes the paper.

2 Aggregation of smart meter data

We consider a generic case of smart meter data, where the data provided by a
smart meter can be seen as time series. A time series is a sequence of values
taken at some time interval. In our case, we will consider regular time periods,
and for each time period we will have the specific power consumption reading
provided by the smart meter. We denote the time series of smart meter i as
xi = (xt

i : t ∈ T ), where T is the time based index.

In our case, we will consider T = t0, . . . , tm, for all time series in the dataset.
Each time series corresponds to a different smart meter, and we consider readings
for a single day, having time periods of 30 minutes, thus m = 48. In some sense
the dataset could be seen as a microdata file where each record is a time series
and the attributes are the consumption for each time period.

As previously stated, it is quite common to aggregate smart meter data in or-
der to provide some degree of privacy regarding individual consumption patterns.
Moreover, this aggregation could be done to provide k-anonymity guarantees in
the protected data.

We can observe two different approaches to perform this aggregation:

– Global aggregation: the data publisher has the data from all smart meters
and can then aggregate them at once. This allows to perform, for example,
microaggregation of the time series. The advantage of this approach is that
the aggregation can better preserve information loss.
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– Local aggregation: in this case, the data is aggregated locally, usually by
some power grid distribution center. Records are aggregated together based
on e.g. geographical distribution and not the actual consumption pattern.

In this study, we will consider the global aggregation case since it is the
one expected to have a better behavior regarding attribute disclosure risk. If
attribute disclosure is possible in globally aggregated data, it will surely be
possible in locally aggregated data. This claim is based on the intuition that
global aggregation will provide more homogeneous groups, where consumption
patters will be more similar and thus, more difficult to differentiate.

2.1 Datasets

We have used 3 datasets from two different sources. From each dataset we took
only one day, that is, 48 readings for each smart meter. We chose the day as the
one that had more readings from the dataset. The three datasets are:

– banes: BANES Energy Data Electricity [5] is a dataset with electricity en-
ergy usage data in Council buildings from Bath and Nord East Somerset.
The dataset shows consumption in 30 minutes slots. We have taken the con-
sumption for 2019-11-13, which consists of 79 different buildings.

– cer : which contains electricity and gas consumption data from the Com-
mission of Energy Regulation, as provided by the Irish Social Science Data
Archive [10], also for 30 minutes slots. Here we consider:
• cer-elec: electricity consumption for 2009-08-20, with consumption from
983 houses.

• cer-gas: gas consumption for 2009-12-03, with consumption from 1493
houses.

We also assume that the values of each reading will be positive, since we are
only considering energy consumption.

2.2 Smart meter data microaggregation

We have considered a global microaggregation of the smart data. Microaggre-
gation [7,8,13] is a well known method for data privacy that is commonly used
to provide k-anonymity. It builds small clusters and then replaces each or the
records in the cluster by the cluster center. As each cluster has at least k records,
when all the records are replaced by the same cluster center, k-anonymity is sat-
isfied.

Microaggregation is formulated as an optimization problem with specific con-
straints. The objective function resembles that of k-means, where cluster centers
are considered, and records are assigned to the nearest cluster center. Constraints
ensure that each record is assigned to exactly one cluster, with each cluster con-
taining at least k records (and at most 2k).

When considering more than one variable, that is, multivariate microaggre-
gation, the problem becomes NP-hard [16] so heuristic methods have to be used.
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MDAV [7,20] is one of such methods and has been extensively used in the liter-
ature. In this work we use MDAV for microaggregation. We have used values of
k = 2, . . . , 41.

Moreover, to microaggregate time series we need to define a distance function
to form the clusters, and an aggregator operator to compute the cluster repre-
sentative. Given that the time series are aligned, we use the Euclidean distance
and the average. The average is commonly used in smart meter data aggregation.

3 Attribute disclosure in aggregated smart data

Regarding k-anonymity, attribute disclosure is commonly associated to categor-
ical confidential attributes. Common attacks such a homogeneity, similarity, or
skewness attacks [18] are considered on the distribution of confidential attributes.
To prevent such attacks there are well known proposals such as p-sensitivity [21],
l-diversity [15], or t-closeness [14].

Less known are attacks on the masked numeric attributes. In a smart meter
dataset, all attributes are masked, and no confidential attributes are considered.
In this case, we show that some types of attacks are possible, usually considering
an internal attacker.

In [19] some metrics are proposed to estimate the likelihood of this kind of
attacks. These metrics are based on sensitivity rules commonly used in tabular
data (see e.g. [6,9,12] for details). We adapt them here to measure the sensitivity
of aggregated smart meter data.

We consider a given smart meter dataset X with n time series or records,
with m consumption readings. We assume the data has been protected resulting
in a protected dataset X ′ = ρ(X), where ρ is the protection method, in our case,
microaggregation.

Such dataset X ′ consists of clusters of record, each cluster with equal time
series. In each one we can observe different cells, one for each time reading. Let
us consider that for a given cell we have t contributors which provide the original
values c1, . . . , ct. If c̄ is the average, c̄ =

1
t

∑
i ci, and the protected cell will have

this value for all the records.
Considering the contribution of each record to the cell average, we can check

the following sensitivity rules to denote if a cell is sensitive. In this context, a
sensitive cell is a cell where attribute disclosure can take part.

(n, r)-dominace: The rule (n, r)-dominance determines that the cell is sen-
sitive when n contributors represent more than the r fraction of the total. If we
consider the values ci ordered in decreasing order, cσ(1) ≥ cσ(2) ≥ · · · ≥ cσ(t),
this rule will detect a cell as sensitive when∑nr

i=1 cσ(i)∑t
i=1 ci

> r. (1)

p% rule: The rule p% is stated as follows. A cell is sensitive when an intruder
can estimate the contributor within p percent, taking into account the released
table. It can be proven that the best estimation is the one of the second-largest
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contributor (i.e., the one which contributes with cσ(2)) on the largest one. Then
a cell is sensitive when

t∑
i=3

cσ(i) < pcσ(1). (2)

In this expression we use p as a value in [0,1] instead of a percentage.
Hundepool et al. [12] recommend the use of p′ = (1−rr)/rr (and p% = 100p′)

as providing a risk assessment similar to the (2, rr) rule. E.g., for nr = 2 and rr =
0.6, we would have p = 66%. In general, for the dominance rule, parameterization
with n = 1 or 2 and r > 0.6 have been considered in the literature. For the rule
p%, a parameter larger than 60% has also been considered in the literature. We
will use n = 1, n = 2, r = 0.6, and p = 66% in our experiments.

4 Attribute disclosure risk in smart meter data

In this section, we analyze the sensitivity of smart meter data according to the
sensitivity rules commented in Section 3. We have considered the three datasets
commented in Section 2.1. Each dataset has been protected with microaggre-
gation for k = 2, . . . , 41 using the MDAV algorithm. Table 1 shows a summary
of the number of cells for each dataset and some values of k for each dataset.
We include the number of sensitive cells according to the (n, r)-dominance for
n = 2, n = 1, r = 0.6, and the p% rule for p = 66% (See 3).

banes cer-elec cer-gas

k cells dom2 dom1 p100 cells dom2 dom1 p100 cells dom2 dom1 p100

2 1872 0 669 1410 23568 0 8671 23556 35808 0 4728 19306
4 912 184 623 384 11760 1426 10861 5068 17904 980 5582 9650
6 624 325 436 129 7824 5566 7683 723 11904 2283 4787 6425
8 432 274 312 109 5856 5349 5818 153 8928 2313 4187 4838

10 336 224 243 83 4704 4508 4688 62 7152 2218 3873 3789
15 240 195 196 44 3120 3097 3118 6 4752 1954 3103 2234
20 144 100 105 44 2352 2341 2352 2 3552 1722 2565 1454
30 96 96 96 0 1536 1536 1536 0 2352 1403 1920 743

Table 1: Number of cells (cells), dominance for n = 2, r = 0.6 (dom2 ), and for
n = 1, r = 0.6 (dom1 ), and p% for p = 66% (p100 ) for each dataset masked
with different values of k.

More detailed results are shown in Figures 1, 2, 3. Both sensitivity rules are
show in absolute value and percentage over the total number of cells for each
dataset.

In general, the dominance rule highlights more cells as sensitive than the p%
rule. Specially, the dominance rule for n = 1 gives a very high percentage of
sensitive cells. The attacker could estimate the highest consumer with a 60% of
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(a) Dominance n = 2, r =
0.6 total.

(b) Dominance n = 2, r =
0.6 percentage.

(c) Dominance n = 1, r =
0.6 total.

(d) Dominance n = 1, r =
0.6 percentage.

(e) p% rule p = 0.66 total. (f) p% rule p = 0.66 per-
centage.

Fig. 1: Dominance and p% rule for the dataset banes.

confidence. These results show that even masked data can have sensitive cells,
yielding attribute disclosure. This means cases in which a user can have a good
estimation of the consumption of the rest of the users. It is also important to
note that we have employed a global masking approach. All records are protected
globally resulting in a more homogeneous microaggregation, a geographical ag-
gregation will lead to a higher number of sensitive cells.

5 Internal attacks on aggregated data

In this section, we discuss the potential attack performed by an internal user
attempting to estimate consumption from the masked dataset. As an example
scenario, suppose that a user knows its own consumption for the day, and has
the protected dataset with the consumption from all users aggregated. This user
can attempt to estimate the consumption of users that fall in its own anonymity
set (microcluster). To do that, the attacker needs to:

1. Identify the microcluster where its consumption has been aggregated.
2. Estimate the average consumption of the other users.

For the first step, the attacker can estimate the closest aggregated time se-
ries consumption to its own consumption and assume that it will be its own
microcluster or anonymity set.

We denote the aggregate dataset X ′ as composed of s microclusters of time
series: C1, C2, . . . Cs, with their respective cluster centers C̄1, C̄2, . . . , C̄s. The
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(a) Dominance n = 2, r =
0.6 total.

(b) Dominance n = 2, r =
0.6 percentage.

(c) Dominance n = 1, r =
0.6 total.

(d) Dominance n = 1, r =
0.6 percentage.

(e) p% rule p = 0.66 total. (f) p% rule p = 0.66 per-
centage.

Fig. 2: Dominance and p% rule for the dataset cer-elec.

attacker with a consumption time series xa attempts to identify the cluster Ca

where its data have been aggregated as:

Ca = {Ci | argmin
i

d(xa, C̄i)} (3)

The attack is successful if ca ∈ Ca. Here, d is a distance function for time series.
We use the Euclidean distance (see Section 2.2).

Figure 4 shows the microcluster reidentification success ratio for each dataset.
This has been computed by randomly selecting a record from the original dataset
and then attempting to identify the cluster in the protected dataset according
to Eq. (3). The result is the average of 100 executions for each case.

We can see that the success ratio is mostly above 50%, but in general, one
could expect a bigger success ratio given the microaggregation was performed
on the whole dataset. It is thus expected that a locally aggregated dataset based
on e.g. geographical distribution could yield worse results.

The second step, estimating the average consumption of other users, can ob-
viously be estimated from the published cluster representative. Given the cluster
where the attacker data is masked, Ca with its representative C̄a, if we consider
that the cluster has r records (time series) we could see a cell of consumption
values for a given time period t as Ct

a = {cta1, cta2, . . . , ctcr} with an average of
C̄t

a. The attacker can estimate the average consumption of the other t− 1 users.
Let ca1 be attacker’s consumption, with this information can easily set an upper
bound of the estimation. The maximum value for any cai for i = 2, . . . , r will be:

max
i=2,...,r

{cai} ≤ (r · C̄t
a)− ca1 (4)



8 G. Navarro-Arribas, V. Torra

(a) Dominance n = 2, r =
0.6 total.

(b) Dominance n = 2, r =
0.6 percentage.

(c) Dominance n = 1, r =
0.6 total.

(d) Dominance n = 1, r =
0.6 percentage.

(e) p% rule p = 0.66 total. (f) p% rule p = 0.66 per-
centage.

Fig. 3: Dominance and p% rule for the dataset cer-gas.

The minimum will be 0 for r > 2.

This estimation is somehow expected in aggregated data, but if the cell is
sensitive, it means that the attribute disclosure is more critical. Prior knowledge
will allow the attacker to estimate the higher consumer with more precision.

5.1 Practical implications discussion

From a practical point of view, an attacker could force the previously described
attack if its smart meter is taking part in the anonymized dataset.

We have considered the worst case for the attacker in order to give some
insight on the potential problem of attribute disclosure, but the attack is more
significant on locally aggregated data. In such cases, the attacker will attempt
to gain information about a neighbor (probably known neighbors).

One problem with locally aggregated data is that the attacker might not
easily identify its microcluster in the protected dataset. To increase the proba-
bility of succeeding in the attack, the attacker can generate a high consumption
pick in a specific time period. This will affect the average of this specific time
period, making the aggregate easily identifiable. Alternatively, the attacker can
induce some particular patterns in the consumption to inject specific patterns
(signatures) in the aggregated data. Then, using non-intrusive load monitoring
(NILM) techniques, these signatures [3] can be extracted from aggregated data.

We observe that this attack is feasible on smart meter data using real data
and should thus be considered for further research.
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Fig. 4: Microcluster reidentification success ratio for global microaggregation in
the banes, cer-elec, and cer-gas dataset.

6 Conclusions

In this paper we have analyzed attribute disclosure in aggregated smart meter
data. We have shown that there is potential risk for attribute disclosure by
checking sensitivity of aggregated values in a global microaggregation. This leads
to assume that locally aggregate data will introduce more risk, leading to higher
possibilities of attribute disclosure.
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