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Abstract In this chapter we review some of our results related to the use of clus-
tering in the area of data privacy. The paper gives a brief overview of data privacy
and, more specifically, on data driven methods for data privacy and discusses where
clustering can be applied in this setting. We discuss the role of clustering in the
definition of masking methods, and on the calculation of information loss and data
utility.
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1 Introduction

Data privacy has emerged as an important area of research in the last years due
to the increasing amount of information available that contains sensitive data from
people and companies. Privacy preserving data mining (PPDM) and statistical dis-
closure control (SDC) are the two areas which study methods and tools to ensure
that disclosure does not take place.

Methods for data privacy can be classified into different categories, and there ex-
ist different approaches for this classification. One of them is according to the infor-
mation on the type of calculation that the receptor of the data (a third party) will ap-
ply to the data. Under this categorization we can distinguish between computation-
driven, data-driven and result-driven approaches.
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Computation-driven methods are defined taking into account which is the anal-
ysis to be applied to the data. Data-driven methods are defined when the detailed
analysis is unknown. Result-driven focuses on the sensitivity of the outcomes of the
analysis. In this paper we focus on data-driven methods.

Data-driven methods for databases typically consist on modifying a database re-
ducing its quality so that sensitive information is not disclosed. The modification
should be in a way that the analyses on the modified data are similar to the analysis
on the original data. Formally, if X is the original information, we have a method ρ

such that when applied to X leads to a file X ′ that is quite similar to X but with less
disclosure risk. Methods ρ of this characteristics are known as masking methods.
Figure 1 shows the typical scenario of data-driven protection methods.

Original data Masking method Masked data

Private Public

Statistical Analysis
Data Mining

Statistical Analysis
Data Mining

Fig. 1: Common scenario for data-driven protection methods.

Three main topics of research are of interest for data-driven methods. They are
(i) masking methods (this is to answer which are the effective methods for data pro-
tection), (ii) disclosure risk measures (how we evaluate that the modified database
X ′ is appropriate to ensure confidentiality), (iii) information loss measures (how we
evaluate that the perturbation is not too high to make analysis useless).

Masking methods ρ can be classified into three main categories. The first one
corresponds to methods that modify the original data introducing some kind of er-
ror. That is, X ′ = X +ε . In these methods, records in X ′ will contain some incorrect
information. For example, salaries of individuals are lower or larger than the real
ones. This category corresponds to perturbative methods and includes noise addi-
tion, microaggregation, and rank swapping. The second class which correspond to
non-perturbative methods is defined by methods that do not produce erroneous data
but change the level of detail. For example, salaries can be replaced by intervals, and
cities by counties or regions. No correct value is replaced by an incorrect one. Gen-
eralization and suppression are the typical examples of non-perturbative methods.
The third category corresponds to synthetic data generators. That is, the original
data is replaced by synthetic data which follow a certain model that approximates
the original data.

In this chapter we focus on data-driven approaches and we review masking meth-
ods based on clustering and information loss measures based on clustering. Cluster-
ing has an important role in both the definition of masking methods and the measure
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of information loss. More specifically, microaggregation is a well known perturba-
tive masking method based on clustering that we will discuss it in Section 2. In
addition, clustering has been used extensively to evaluate the quality of protected
data. We will discuss clustering to measure information loss in Section 3.

In addition to the topics explained in this chapter, clustering has also been stud-
ied in computation-driven approaches. That is, when we know that the third party
will cluster the data set. In this framework, the typical scenario is that a few data
owners (e.g., companies) want to apply a clustering algorithm to their data but with-
out sharing their records. To do so, a cryptographic protocol is established so that
the resulting set of clusters are computed without revealing the original records to
the other data owners. Different algorithms exists. Some algorithms presume that
the data is vertically partitioned and others that it is horizontally partitioned. That
is, data owners have information on different variables from the same people or the
same variables from different people. See e.g. [57] for details.

2 Clustering to define masking methods

As explained in the previous section, masking methods are functions that introduce
some distortion to the data in order to protect sensitive information.

2.1 Clustering in microaggregation

Microaggregation [10, 13, 17] is one of the methods for data protection. It has been
proven [14, 15, 16] to be effective for data protection as it permits us to obtain a
good trade off between information loss and disclosure risk.

Given a data set, microaggregation consists on building small clusters and then
replacing the data by the cluster representatives. Privacy is achieved because we
require that each cluster contains at least k records where k is a parameter of the
method. The larger the k, the more privacy we have. Nevertheless, a large k also
implies a large information loss. Because of that, microaggregation algorithms try
to find a good tradeoff between privacy and information loss by means of an ap-
proapriate value for k. Formally, this method is defined by the following optimiza-
tion problem. In this definition we have that x ∈ X are the records, pi is the centroid
of the ith cluster, and χi(x) = 1 represents that record x is assigned to the ith cluster.
The application of the algorithms requires that we have a distance function between
records and cluster centers, and the value k which is the minimum number of records
in a cluster. We denote as d(x j, pi) the distance between record x j and centroid pi.
Equation (1) shows the formalization microaggregation as an optimization problem,
minimizing the distance between records of a given cluster with their centroid, sub-
ject to the constraint imposed by the k parameter regarding the size of the clusters.
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Minimize
c

∑
i=1

n

∑
j=1

χi(x j)(d(x j, pi))
2 (1)

Subject to
c

∑
i=1

χi(x j) = 1 for all j = 1, . . . ,n

2k ≥
n

∑
j=1

χi(x j)≥ k for all i = 1, . . . ,c

χi(x j) ∈ {0,1}

Id Age Income

885 24 21000.00
795 31 19500.00
295 32 22000.00
058 57 43480.00
732 49 39220.00
925 43 32285.00
465 39 40500.00
321 20 20000.00
223 51 43050.00

(a) Original microdata

Id Age Income

– 25.00 20166.67
– 25.00 20166.67
– 38.00 31595.00
– 52.33 41916.67
– 52.33 41916.67
– 38.00 31595.00
– 38.00 31595.00
– 25.00 20166.67
– 52.33 41916.67

(b) Masked microdata with mi-
croaggregation for k = 3.

Table 1: Example of microaggregation.

Table 1 shows a simple example of microaggregation applied to numerical
continuous attributes. The resulting masked table, composed of 3 clusters, is 3-
anonymous. As it is a common practice in data privacy, identifiers are removed.

Microaggregation algorithms have been proven to be NP-hard problems [41] ex-
cept for the case of a single variable (univariate microaggregation). A polynomial
algorithm exists for this problem [22] and for some variants (e.g., univariate mi-
croaggregation with data supression [27]).

Microaggregation was originally defined for data represented as records on a
set of numerical variables [10], and later extended to categorical variables [53].
Currently, there are extensions and variations for other types of structures as search
and access logs, time series, documents, and graphs.

All heuristic algorithms for microaggregation follow the same pattern. First, data
is clustered so that records are assigned to clusters and each cluster has at least
k records. This is the clustering step and for this purpose a distance is needed in
the space of the original data. Then, a cluster representative is selected from the
cluster. For this purpose aggregation operators [55] are typically used. When data
is numerical it is usual to use the mean while other operators as the median and the
mode are used for non numerical data. Finally, the original data is replaced by the
cluster representative.
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Documents, or, in general, categorical information that can be interpreted seman-
tically permits us to consider semantic versions of microaggregation. Note that as
clustering algorithms are based on distances, and that it is usual to consider dif-
ferent types of distances. When data is categorical, we can use syntactic distances
but also distances based on the semantics between terms. Semantic distances based
on Wordnet [19] and on the Open Directory Project [11] have been considered in
microaggregation. This is discussed in more detail below.

Microaggregation is related to k-anonymity [43, 52] as the application of mi-
croaggregation to a data set considering all the variables at the same time with a
certain given k will satisfy k-anonymity.

2.2 Clustering for graphs: microaggregation and k-anonymity

The underlying structure of a social network is a graph, where nodes represent the
individuals in the network and the edges their connections. In addition to the con-
nectivity, both the nodes and the edges can contain additional information about the
individuals and their relationships.

Masking methods for data protection for graphs can be classified using the same
classes that exist for data files. There are perturbative methods that e.g. modify the
graph adding and removing edges and vertices. In addition, non-perturbative meth-
ods reduce the graph into a kind of supernodes which in some sense generalize the
connections between the original nodes.

The similarities and differences between k-anonymity for graphs and k-anonymity
for standard files are discussed in [51]. This discussion follows the arguments in [59]
to state the difficulty of working with graphs. However, in general, as [51] points out,
every type of data has its own peculiarities.

Different masking methods for graphs consider different types of attacks. There
are methods [32] that presume that the information available to an intruder is the
number of connections of a node (e.g., the number of friends in a social network).
This corresponds to the degree of the nodes. Others assume that the intruder knows a
subgraph (some relationships between nodes) or, in general, a certain type of query
on the graph [23]. See also, [59, 20] for other types of definitions. [51] reviews
reidentification and k-anonymity definitions for graphs.

Given a graph G = (V,E) where V are the nodes and E the edges of a graph
(E ⊆ V ×V ), [51] defines k-anonymity for graphs in terms of the neighbors of a
node. The set of neighbors of a node v ∈V is defined as

N(v) := {u ∈V : (u,v) ∈ E}.

Then, k-anonymity for graphs is defined as follows, see [51].

Definition 1. Let G = (V,E) be a graph; then, we say that G is k-anonymous if
for any vertex v1 in V , there are at least k distinct vertices {vi}k

i=1 in V , such that
N(vi) = N(v1) for all i ∈ {1, . . . ,k}.
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This definition ca be applied when the intruder knows (some of) the neighbors of
a node.

0 0 0 1 1 1 0 0 0 1 1 1 1 1 1
0 0 0 1 1 1 0 0 0 1 1 1 1 1 1
0 0 0 1 1 1 0 0 0 1 1 1 1 1 1
1 1 1 0 0 0 0 0 0 1 1 1 0 0 0
1 1 1 0 0 0 0 0 0 1 1 1 0 0 0
1 1 1 0 0 0 0 0 0 1 1 1 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 1 1
0 0 0 0 0 0 0 0 0 0 0 0 1 1 1
0 0 0 0 0 0 0 0 0 0 0 0 1 1 1
1 1 1 1 1 1 0 0 0 0 0 0 1 1 1
1 1 1 1 1 1 0 0 0 0 0 0 1 1 1
1 1 1 1 1 1 0 0 0 0 0 0 1 1 1
1 1 1 0 0 0 1 1 1 1 1 1 0 0 0
1 1 1 0 0 0 1 1 1 1 1 1 0 0 0
1 1 1 0 0 0 1 1 1 1 1 1 0 0 0

Table 2: Adjacency table of a simple 3-anonymous graph.

Clustering algorithms have been used in masking methods for graphs. Stan-
dard clustering algorithms for numerical data can be used for ensuring k-degree
anonymity (i.e., that a given degree sequence is k-anonymous). In contrast, specific
algorithms for graphs have been used to cluster the nodes of a graph to build k-
anonymous graphs. In this case the goal is to build a graph that is k-anonymous in
the sense of Definition 1. Figure 2 gives a small example of a 3-anonymous graph
whose adjacency matrix is given in Table 2. It can be seen that for each node (each
row) there are other 2 which have the same neighbors. Most algorithms for the clus-
tering of social networks are centralized. That is, it is assumed that they are applied
by the data owner who has all the data. [47] presents a distributed approach of mes-
sage passing type.

[50] discusses the difference between two different approaches for graph parti-
tioning: direct and indirect partitioning.

• Direct partitioning. This consists on partitioning the original matrix that repre-
sents the graph. This implies that clusters are built gathering together sets of
nodes that have a good connectivity among themselves. This approach does not
permit us to distinguish between the different roles of the vertices in well con-
nected regions.

• Indirect partitioning. In this case, the partitioning algorithm is not applied to the
graph (the original matrix) but to a similarity matrix computed from the graph.
That is, given a similarity function S we build a matrix MS : V ×V → [0,1] defin-
ing Ms(V1,V2) = S(V1,V2). Then, we partition MS.

It is clear that while the direct partitioning gathers in the same class connected
nodes, the indirect partitioning gathers in the same class nodes that are similar.
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Fig. 2: Example of a simple 3-anonymous graph.

2.3 Attacks on microaggregation

When a data set is protected using microaggregation and taking all the variables
at the same time in the clustering, the microaggregated file satisfies k-anonymity. In
this case, attacks for k-anonymity are of relevance. They are [30, 9] the homogeneity
and the background attacks.

Nevertheless, microaggregation is also applied to subsets of variables. This is
used to decrease information loss at the cost of some disclosure risk. This implies
that k-anonymity is not guaranteed. Table 3 illustrates the application of optimal
microaggregation to each variable independently.

In this case, intruder can use the values of the masked file as well as their own in-
formation to attack the data set. In this example we can see that there are two unique
records in the masked data set. The real k-anonymity of the protected file is one.
Here, we use real k-anonymity as first defined in [39]. So, effective re-identification
attacks can be done to this file. In general, as microaggregation modifies the original
data, re-identification does not need to be straightforward, and we may have some
records for which the nearest masked one is the correct link but others for which is
not true. Nevertheless, intersection attacks are possible combining the information
the intruder has for each each of the variables.

This type of intersection attack was first considered in [54] and later in [38, 40].
These latter works show empirically that some microaggregation methods fail to
protect the data file.
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Id Age Income

885 24 21000.00
795 31 19500.00
295 32 22000.00
058 57 43480.00
732 49 39220.00
925 43 32285.00
465 39 40500.00
321 20 20000.00
223 51 43050.00

(a) Original microdata

Id Age Income

– 25.00 20166.67
– 25.00 20166.67
– 38.00 31168.33
– 52.33 42343.33
– 52.33 31168.33
– 38.00 31168.33
– 38.00 42343.33
– 25.00 20166.67
– 52.33 42343.33

(b) Masked microdata with mi-
croaggregation for k = 3 apply-
ing optimal microaggregation to
each variable.

Table 3: Example of microaggregation.

This type of attacks are related to the idea of transparency in data privacy. We
have transparency when a release of a file goes with all the information on how the
data is produced. This includes information on the masking method applied as well
as its parameters.

2.4 Fuzzy clustering for microaggregation

Most methods for microaggregation are based on crisp clustering methods. In order
to avoid some of the attacks mentioned in the previous section fuzzy clustering [5,
35, 36] was introduced in [54] as the clustering algorithm for microaggregation.
Recall that the idea behind fuzzy clustering is that records can belong to more than
one cluster.

In this approach, the assignment of records to clusters is not deterministic. In-
stead, it is done probabilistically according to a probability distribution. This prob-
ability can be proportional to the membership degrees of records to clusters or just
uniformly distributed for clusters with membership above a certain threshold.

The goal of using fuzzy clustering and the random selection is to avoid inter-
section attacks when the different variables are considered. In addition, an intruder
cannot be sure that the nearest masked record will be the one that correctly matches
to the one in its own database.
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2.5 Clustering for masking data streams

The application of microaggregation directly to mask data streams is usually not
recommended. If microaggregation is applied using a sliding (or tumbler) window,
thus applying microaggregation by parts of the stream, the result might be very poor
in terms of information loss. Moreover, if not done carefully, e.g. by allowing re-
computation of centroids after publication, it can be vulnerable to inference attacks
through intersection [49, 6].

Stream clustering methods for data privacy differ from common stream cluster-
ing techniques in several points. Most notably, the main objective of the masking
method is to produce the masked output, not the partition or structure of the cluster-
ing. This makes methods based on coresets, or in general techniques that require ad-
justing the clusters parameters as the stream is processed, not suitable for masking.
Several techniques have been developed with this constraints in mind [6, 8, 56, 42].
These are streaming clustering methods that can implement k-anonymity in data
streams, while avoiding disclosure from intersection of clusters.

Some ideas behind stream masking based on clustering have been extended to
support fully dynamic data. Allowing the deletion of already masked data imposes
an important threat. For instance if a a cluster is left with less than k elements these
element need to be protected. This protection is difficult since has to prevent infer-
ences. There are some works providing dynamic clustering and microaggreation as
a masking method [58, 37], which still present some important drawbacks for ex-
ample regarding information loss. The protection of dynamic data for publication is
still an open research field.

2.6 Masking very large data sets

Although the stream masking methods discussed in the previous section can be used
to mask high volumes of data, there are specific approaches to deal with this prob-
lem without the restrictions imposed by streaming data. These proposals improve
generic microaggregation algorithms which need to access the whole data set dur-
ing the masking process repetitively.

Some efficiency improvements can be achieved by projecting the data into one
dimension and performing an optimal microaggregation [21], or by using specific
data structures [24, 29]. Other approaches define an initial partition of the data in
order to apply microaggregation in each part separately [44, 45].

Very efficient microaggregation can also be achieved by defining the clustering
using k-nearest neighbors searches [46]. [28] is another recent approach based on
local search.

Note that common microaggregation algorithms such as MDAV [13] present a
complexity of O(n2) (where n is the number of records), which is unaffordable for
very large data sets. The previously cited works reduce this complexity at least for
some specific cases.
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2.7 Masking through semantic clustering

As previously mentioned microaggregation can be defined for categorical data ex-
ploiting their semantics. This is very convenient for data privacy since precisely the
semantics of the data is the important part to be preserved when masking data. These
methods usually achieve a better compromise between privacy and information loss
than syntactic approaches.

Microaggregation can be defined in terms of a semantic distance and a semantic
aggregation operator to compute the clusters representatives. An example is to use
an ontology such as Wordnet to define the distance and to aggregate words or synsets
by means of generalization [1, 31, 34]. Note that here generalization is from the
point of view of semantics (e.g., dog and cat are generalized into pets) and the
dictionary can be used for this purpose.

This approach can be extended to deal with document vectors (algebraic repre-
sentation of documents widely used in information retrieval and text mining) pro-
viding anonymous document vector spaces using microaggregation by clustering
the vectors [37]. Although it is not a semantic microaggreation strictly speaking,
spherical microaggregation has also been introduced to deal with document vec-
tors [2].

Semantic microaggregation has also been applied to the anonymization of query
logs from a search engine [18, 4]. In this case the Open Directory Project is used
to semantically categorize queries (based on their actual results), and semantic dis-
tances are computed over those categories for clustering user queries. The semantic
anonymization of set valued data has also been treated in [3].

2.8 Clustering in other masking methods

Clustering has been also used to define other masking methods. It is worth to men-
tion its application to build data models that are accurate on subdomains. For ex-
ample in [12, 48] data is clustered in a first step and then masked data is generated
whithin the clusters. In this way, properties of the data at the cluster level can be
preserved. For example, as microaggregation preserves mean, means will be pre-
served in the clusters if microaggregation is used for masking data in the second
step. Similarly, if we use rank swapping in the second step, as rank swapping pre-
serves frequencies, frequencies will be preserved in the clusters. [12] follows a dif-
ferent approach, it uses microaggregation in the first step, and then a synthetic data
generator for the second step. In this way, the first step ensures a certain privacy level
through the selection of the value of k. When k = 1 the original data is retrieved. So,
there is no information loss and the risk is maximal. When k = |X |, protection is
maximal and X is replaced by data according to the synthetic data generator for the
full data set X . Note that this is different to what we obtain with microaggregation
directly applied to the file. In such case, for k = |X | we have that all records are
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replaced by the mean of the whole file X (i.e., all masked records are equal to the
mean of X).

3 Clustering to measure information loss

Information loss depends on the data use. That is, on the analysis or function that the
user intends to apply to the data. Naturally, the results of an analysis are different
when data sets are different. Therefore, the analysis on the protected data set and
on the original data set are different. The more perturbation the masking method
applies to the data, the larger the difference between the original and the protected
data set, and the larger the information loss.

Information loss measures can be formalized as follows. If f is the analysis to be
applied to the data, X the original data set and X ′ the protected one obtained as the
application of a masking method ρ to X (i.e., X ′ = ρ(X)), the information loss for a
particular use f is the measure

IL(X ,X ′) = divergence( f (X), f (X ′))

where divergence is a function that quantifies the difference between f (X) and
f (X ′). Naturally, divergence(Y,Y)=0.

Different types of analysis f have been considered in the literature. Clustering
is one of them. Both crisp and fuzzy clustering have been considered, and the cor-
responding information loss has been measured. For example, information loss for
k-means and fuzzy c-means have been measured for a few masking methods as e.g.
microaggregation.

In the case of crisp clustering, divergence is a function that needs to consider the
results of the clustering algorithm on the original file (i.e., f (X)) and on the pro-
tected file (i.e., f (X ′)). In this case, these results f (X) and f (X ′) are two partitions
of the elements in X . Therefore any distance or similarity measure on pairs of par-
titions can be used to define the divergence. For example, we can use the Rand or
the Jaccard index for this purpose. When f (X) is a partition Π = {π1, . . . ,πn} and
f (X ′) is the partition Π ′ = {π ′1, . . . ,π ′n}, the Rand and Jaccard indices are defined
by:

Rand index:
RI(Π ,Π ′) = (r+u)/(r+ s+ t +u)

Jaccard Index:
JI(Π ,Π ′) = r/(r+ s+ t)

Adjusted Rand Index: This is a correction of the Rand index so that the expecta-
tion of the index for partitions with equal number of objects is 0. This adjustment
was done assuming generalized hypergeometric distribution as the model of ran-
domness. That is,
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ARI(Π ,Π ′) =
r− exp

max− exp

where exp=(np(Π)np(Π ′))/(n(n−1)/2) and where max= 0.5(np(Π)+np(Π ′)).

In these indices, r, s, t, u, and np(Π) are defined as follows:

• r is the number of pairs (a,b) where a and b are in the same cluster in Π and in
Π ′;

• s is the number of pairs where a and b are in the same cluster in Π but not in Π ′;
• t is the number of pairs where a and b are in the same cluster in Π ′ but not in Π ;
• u is the number of pairs where a and b are in different clusters in both partitions.
• np(Π) is the number of pairs within clusters in the partition π .

The Rand index is 1 when the two partitions are equal and 0 when the difference
is maximal. Therefore, we can define

ILRI(X ,X ′) = divergenceRI( f (X), f (X ′)) = 1−RI( f (X), f (X ′)).

The Adjusted Rand Index has the same behavior as the Rand Index, but has an
expected value of zero and can take negative values. Therefore, we can also use in
this case:

ILARI(X ,X ′) = divergenceARI( f (X), f (X ′)) = 1−ARI( f (X), f (X ′)).

The Jaccard index can be used in the same way.
In the case of fuzzy clustering, f (X) and f (X ′) will be fuzzy partitions. There-

fore, we can use here distances and generalization of these indices for fuzzy parti-
tions. See [7, 25] for details.

These indices have been used e.g. in [26] to compare the results of masking
method with respect to the use of clustering.

Examples the use of clustering as an information loss measure in the particular
case of semantic-based masking methods can be found in [4, 33].

4 Conclusion

In this chapter we have discussed the application of clustering in data privacy. We
have seen that clustering is applied in the definition of masking methods and also at
the time of computing information loss.

In the context of data privacy protection and evaluation, clustering has an impor-
tant role. Moreover, it still presents some open research problems and there is room
for improvement in existing approaches both in protection and evaluation methods.
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