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Abstract

This work is focused on the quality scalability of the JPEG2000 image compression stan-

dard. Quality scalability is an important feature that allows the truncation of the code-

stream at different bit-rates without penalizing the coding performance. Quality scalability

is also fundamental in interactive image transmissions to allow the delivery of Windows of

Interest (WOI) at increasing qualities.

JPEG2000 achieves quality scalability through the rate control method used in the en-

coding process, which embeds quality layers to the code-stream. In some scenarios, this

architecture might raise two drawbacks: on the one hand, when the coding process finishes,

the number and bit-rates of quality layers are fixed, causing a lack of quality scalability

to code-streams encoded with a single or few quality layers. On the other hand, the rate

control method constructs quality layers considering the rate-distortion optimization of the

complete image, and this might not allocate the quality layers adequately for the delivery

of a WOI at increasing qualities.

This thesis introduces three rate control methods that supply quality scalability for

WOIs, or for the complete image, even if the code-stream contains a single or few qual-

ity layers. The first method is based on a simple Coding Passes Interleaving (CPI) that

models the rate-distortion through a classical approach. An accurate analysis of CPI moti-

vates the second rate control method, which introduces simple modifications to CPI based

on a Reverse subband scanning Order and coding passes Concatenation (ROC). The third

method benefits from the rate-distortion models of CPI and ROC, developing an approach

based on a novel Characterization of the Rate-Distortion slope (CoRD) that estimates the
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rate-distortion of the code-blocks within a subband.

Experimental results suggest that CPI and ROC are able to supply quality scalability

to code-streams, even if they contain a single or few quality layers, achieving a coding

performance almost equivalent to the one obtained with the use of quality layers. However,

the results of CPI are unbalanced among bit-rates, and ROC presents an irregular coding

performance for some corpus of images. CoRD outperforms CPI and ROC achieving well-

balanced and regular results and, in addition, it obtains a slightly better coding performance

than the one achieved with the use of quality layers. The computational complexity of CPI,

ROC and CoRD is negligible in practice, making them suitable to control interactive image

transmissions.
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dissertació qui s’encarrega de fer-ne el tast, comprovant-te la dolçor i fent-ne l’informe final. Sóc
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Chapter 1

Introduction

1.1 Motivation

The use of images is becoming every day more popular in our society: remote sensing

centers have currently more and more available images of the earth surface, the medical

community is already used to the diagnosis with images, and in our every-day lives digital

cameras with high resolution capabilities are becoming usual. It is well known that images

need high storage capacities, and that compression can help to reduce the huge storage

requirements needed in some centers.

The type of information within an image is highly redundant. An efficient encoding

of the original samples can reduce in several degrees the amount of information needed

to store the image. Besides, depending on the scenario, the encoding process can allow a

loss of information, which helps to enhance the compression efficiency. When the image

is encoded through a process which produces some loss of the original information, the

compression process is called lossy. When no loss of information is allowed, the compres-

sion is referred to as lossless. Near-lossless compression stands for an encoding process

which allows a slightly loss of information, usually achieving higher compression ratios

than lossless compression without penalizing the visual quality of the decoded image.

Apart from compression, the manipulation of images currently requires other advanced
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2 CHAPTER 1. INTRODUCTION

features. Some of these features are the availability to transmit images interactively over

the network, to support error resilience, or even to supply capabilities of watermarking and

fingerprinting. Encoding systems must take these needs into account to provide a flexible

framework that allows an efficient management.

Image compression techniques have been developed during almost twenty years. The

most popular technique used in image compression until 1991 was the Discrete Cosine

Transform [3], adopted in the popular JPEG standard [39, 73]. Since 1992, the Discrete

Wavelet Transform [6] has been applied in most coding systems, being EZW [83] and

SPIHT [77] the first coding systems which benefited from this technique.

In this scenario, the Joint Photographic Experts Group [47] decided in 1997 to develop

a new image compression standard that supplies advanced features with the use of the most

advanced techniques in image compression. The core coding system of the standard (Part

1) was published in December 2000 [42].

This thesis began in January 2003 with the study of the state-of-the-art of still image

compression techniques. Comparing among the coding systems found in the literature,

JPEG2000 was one of the most outstanding standards, supplying advanced features. From

January 2004 the Part 1 of JPEG2000 was studied and implemented. The development of

a new JPEG2000 implementation was aimed to create a framework suitable to easily test

new proposals within the standard. Besides, the implementation helped to understand all

the particularities within the core coding system. The suite of applications BOI [36] is the

result of this development and it is nowadays being integrated in a GIS application from the

Center for Ecological Research and Forestry Applications (Spain) [15].

Throughout the JPEG2000 study and BOI implementation, several ideas have been

tested aimed to enhance some of the features of the standard. One of those ideas was the

implementation of a rate control method devised to fulfill some special requirements. From

June 2005 we decided to perform a more in-depth research of the rate control in JPEG2000,

which has become the main topic of this thesis.

We present three rate control methods. One of the most important features of them is

that they do not use any distortion measure based on the original image, which is the main
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difference compared to the methods found in the literature. The developed rate control

methods are model-based, estimating the rate-distortion of the encoded image. In order to

obtain highly competitive results, the last rate control method introduced in this thesis uses

a novel rate-distortion characterization of the fractional bit plane coding of JPEG2000.

1.2 Fundamental concepts

A planar image is a two-dimensional matrix of sample values x[n1, n2] with size N1, N2

in the vertical and horizontal directions respectively. The samples have a valid range of

values, which is referred to as bit-depth, setting the number of bits needed to represent each

sample value. More precisely, if an image has a bit-depth of B, the samples values can

express 2B different values of intensities in the range

x[n1, n2] ∈ {0, 1, 2, ..., 2
B − 1} with 0 ≤ n1 < N1, 0 ≤ n2 < N2 .

One of the most common bit-depth for digital images is B = 8, and the range of values

may vary depending on the integer representation of the sample. When the image has

a single two-dimensional matrix of values, or also referred to as a single component, it

commonly represents a gray-scaled image. Colour images are usually represented as the

Red, Green and Blue (RGB) primary colours in three separate components, although the

representation may vary depending on the format. In general, an image can be compounded

by C components, with xc[n1, n2], 0 ≤ c < C.

When an image with a single component is not compressed, it needs N1 ·N2 ·B bits to

represent the sample values. The encoding process generates an encoded representation of

the image to a string of bits which is called encoded bit-stream, or code-stream, denoted as

X . The purpose of the compression is to minimize the length of the code-stream in order

to achieve high compression factors. The compression factor is defined as

compression factor =
N1 ·N2 ·B

length(X )
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where length(X ) denotes the number of bits of the code-stream X . The inverse of the

compression factor is the compression ratio. Another measure of compression commonly

used is the bit-rate, referred to as R and expressed in bits per sample (bps). The bit-rate

represents the number of bits used in X to represent each sample of the image, and it is

calculated as

R =
length(X )

N1 ·N2

.

When using lossy compression, the most common measure to compare the recovered

image with the original one is the Mean Squared Error (MSE), which is defined as

MSE =
1

N1 ·N2

·
N1−1
∑

n1=0

N2−1
∑

n2=0

(x[n1, n2]− x̂[n1, n2])
2

where x̂ denotes the samples decoded from the code-stream X . In image compression,

the MSE is commonly expressed with the reciprocal measure Peak Signal to Noise Ratio

(PSNR), in decibels (dB), which is calculated according to

PSNR = 10 · log10 ·
(2B − 1)2

MSE
.

The samples of an image are usually encoded in a bit-plane by bit-plane fashion. If

the binary representation of a sample is denoted as xb = bB−1bB−2...b1b0, the bit-plane

p is the binary representation of the bit bp of all samples. The minimum number of bits

needed to represent a sample value is called the number of magnitude bit-planes of that

sample, and it is referred to as K, with 0 ≤ x < 2K . The first bit different from 0 of the

binary representation of a sample is bK−1 and it is called the most significant bit. When

the encoding is performed in a bit-plane by bit-plane fashion, it is said that the sample x

becomes significant at bit-plane K − 1. The bits bK−2...b0 are called refinement bits.

A code-stream can be embedded, progressive, scalable, or any combination of these

three properties. An embedded code-stream X means that, if Rj, Rj+1 denote any two

bit-rates of X satisfying Rj < Rj+1, the code-stream of bit-rate Rj is a prefix of the

code-stream of bit-rate Rj+1. This implies that to decode the code-stream at bit-rate Rj+1,
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all bits until the bit-rate Rj must also be decoded. A code-stream is progressive for an

specified measure, say for example in terms of distortion, if there exists a set of bit-rates

{R1, R2, ..., Rn} with R1 < R2 < ... < Rn at which the distortion of the decoded image

is D1, D2, ..., Dn satisfying D1 > D2 > ... > Dn. Within a scalable code-stream there is

a set of identifiable layers L1, L2, ..., Ln of bit-rate R1, R2 − R1, ..., Rn − Rn−1 such that

the code-stream of bit-rate Rj is a prefix of the code-stream of bit-rate Rj+1, implying that

layer Lj must be decoded before layer Lj+1.

A code-stream can be scalable by quality (or distortion), by resolution, by spatial loca-

tion or by component. Each type of scalability means that the layers within the code-stream

identify different qualities/resolutions/spatial locations/components of the image. Besides,

any combination of these scalabilities is possible: a scalable code-stream by quality and

resolution means that, within the code-stream, layers of quality and resolution are iden-

tifiable. Note also that a smart organization of the layers gives different combinations of

progression, for instance progression by quality and resolution means that quality layers

are ordered in increasing quality and within each quality layer there are a set of identifiable

resolution layers ordered in increasing resolution.

We call coding system to the complete set of algorithms, techniques and formats needed

to encode and decode an image, specified in a compression standard or in a technical doc-

ument. The coding process is the process followed by a coding system in order to encode

or decode an image. Encoding means that the input of the coding process is an image,

producing an output code-stream. Decoding is the process where a code-stream is taken as

input and produces the image it represents as output.

Coding performance denotes the efficiency of a coding system in terms of rate-distortion.

For instance, a coding system A has a better coding performance than B at bit-rate R, if A

is able to generate a code-stream which recovers the image with less distortion than B, at

the same bit-rate R. The computational complexity of a coding process means the number

of operations executed to perform the encoding or decoding of an image.

Some mathematical notation used in this thesis is: |x| denotes the absolute value of

x; sign(x) gives 1 when x ≥ 0, 0 otherwise; the floor operation is represented as ⌊x⌋;
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x mod y denotes the integer modulus between x and y; and the binary and hexadecimal

representations of a value are denoted as bbbbb and HHHHh respectively.

1.3 Thesis organization

This thesis allows a lineal reading: Chapter 2 presents the main concepts and techniques

of the JPEG2000 core coding system, Chapter 3 introduces the rate-distortion optimization

problem and reviews the state-of-the-art of JPEG2000 rate control methods. Section 4.1 in

Chapter 4 introduces the motivations followed to develop our original rate control methods,

setting the main requirements. The remaining of Chapter 4 introduces a simple rate control

method based on a Coding Passes Interleaving (CPI). An accurate analysis of CPI motivates

the rate control method named Reverse subband scanning Order and coding passes Con-

catenation (ROC), introduced in the following Chapter 5. Chapter 6 presents a rate control

method completely different from CPI and ROC, based on a novel Characterization of the

Rate-Distortion slope (CoRD). Chapter 7 contains a brief summary of this work and our

conclusions.

A JPEG2000 expert would probably skip Chapter 2 as well as Sections 3.1.1, 3.1.2

of Chapter 3. A reader familiar with rate control in JPEG2000 would probably skip the

whole Chapter 3, although we suggest the reading of the last experimental Section 3.2.3,

that describes the experiments performed in the following chapters.

Along the development of the rate control methods and in the experimental sections, we

use the corpus of images of the ISO/IEC standard 12640-1 [40], which is compounded by

the eight natural images depicted in Figure 1.1. The most extensive experimental section

is in Chapter 6, where a great variety of experiments are presented to asses and compare

various features of the developed rate control methods. In this section we also use two more

image corpus, compounded of medical and remote sensing images respectively.

All the experimental tests have a label specifying the image features, coding parameters

and implementations versions in order to allow the repetition of the experiments. The

JPEG2000 implementations used in this thesis are BOI [36] and Kakadu [96]. The latter
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Portrait Cafeteria Bicycle Wine and Tableware

Fruit Basket Orchid Musicians Candle

Figure 1.1: Images of the corpus ISO 12640-1.

is one of the most optimized implementations of the standard, developed by Dr. David

Taubman, one of the major contributors of JPEG2000.

1.4 Thesis contributions

The main contributions of this thesis are the rate control methods CPI, ROC and CoRD.

CPI was presented at the Data Compression Conference in March 2006 [12] and ROC has

been recently accepted for publication to the IEEE Signal Processing Letters journal [11].

From our point of view, CoRD is the most outstanding contribution of this work, and it is

foreseen to be submitted to a journal after the public defense of this dissertation.

The identification of the JPEG2000 drawbacks, which motivated the development of

the presented rate control methods (Section 4.1), and the extensive review and comparison

among the JPEG2000 rate control methods (Section 3.1) are also issues of interest.
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We consider the suite of applications BOI, first introduced in [9], another important

contribution, although the hard work spent on its development is not reflected in this doc-

ument. Besides, the techniques tested within the core coding system [10], and the review

of the state-of-the-art coding systems [82], performed at the beginning of this research, are

also contributions of this thesis.



Chapter 2

The JPEG2000 standard

This chapter presents the fundamental concepts and techniques within the core

coding system of JPEG2000, which are widely used throughout the development

of this thesis. The main source of this chapter, and an excellent guide of this

research, has been the JPEG2000 book [100], by D. Taubman and M. Marcellin.

2.1 Introduction

The international standard JPEG2000 has been developed by the Joint Photographic Experts

Group [47] (JPEG) to address different aspects related with image compression, transmis-

sion and manipulation. Although the standard was initially structured in six parts, in 2001

six more parts were proposed. The main purposes of each part are summarized in Table 2.1.

As of October 2006, Parts 1, 2, 3, 4, 5, 6, 9 and 12 are international standards, Part 7

has been abandoned, Parts 8 and 11 are in the last stages of standardization, and Part 10 is

still under development. JPEG2000 Part 1 [42] was the first part published as International

standard in December 2000, and it defines the technologies defined in the core coding

system, which are also used in the remaining parts. The research presented in this thesis is

mainly focused in JPEG2000 Part 1, referred to as simply JPEG2000 from now on, although

some of the developed algorithms could also be used in JPEG2000 Part 9 [46].

9
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Table 2.1: Description of the twelve parts of the JPEG2000 standard.

• JPEG2000-1 Core coding system: description of the minimal decoder and a simple code-

stream syntax. This part has a limited number of options in order to facilitate the interchange

among applications.

• JPEG2000-2 Extensions: extensions of the core coding system, providing advanced coding

features which can be used to enhance the coding performance or to manipulate unusual data

types. This part also provides an enhanced file format.

• JPEG2000-3 Motion JPEG2000: extensions of the core coding system devised to support

the manipulation of image sequences.

• JPEG2000-4 Conformance testing: information for the compliance and conformance

among JPEG2000 implementations.

• JPEG2000-5 Reference software: two implementations of the core coding system:

JJ2000 [29], developed in Java, and JasPer [1], developed in C.

• JPEG2000-6 Compound image file format: additional file format for tailored and com-

pound documents.

• JPEG2000-7: this part has been abandoned.

• JPEG2000-8 Secure JPEG2000: description of a code-stream syntax for interpreting secure

image data and a normative process for registering JPSEC tools.

• JPEG2000-9 Interactivity tools, APIs and protocols: description of the transmission pro-

tocol JPIP, devised to interactively transmit JPEG2000 images.

• JPEG2000-10 Volumetric JPEG2000: coding of volumetric data, providing enhanced cod-

ing features for floating point data.

• JPEG2000-11 Wireless JPEG2000: description of error protection techniques for

JPEG2000 code-streams aimed to detect and correct errors produced during the code-stream

transmission.

• JPEG2000-12 ISO base media file format: definition of the ISO file media file, providing an

extensible format which facilitates interchange, management and editing. Common with [45].

Although the purpose of this document is not to review the JPEG2000 process of stan-

dardization1, in this section we briefly describe the main features of the standard to better

understand its fundamental characteristics. The development of the standard began with a

call for technical contributions, issued in March 1997 [48], with a list of the desired features

that the core coding system of the standard should contain, summarized in Table 2.2.

The selection and evaluation of the submitted algorithms lasted for more than two years;

1A wide explanation of the JPEG2000 standardization process can be found in [100, Chapter 9].
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Table 2.2: Desired features for the JPEG2000 standard [100, Chapter 9.2].

• Superior low bit-rate performance: high coding performance for all bit-rates, specially at low

bit-rates and with respect to the previous standard JPEG [39, 73].

• Continuous-tone and bi-level compression: independent coding of different image compo-

nents, each with 1 to 16 bit depth, using one unified architecture.

• Progressive transmission by pixel accuracy and resolution: progression, in order to increase

the image quality or resolution when transmitting the code-stream over communication links.

• Lossless and lossy compression: both types of compression within one unified architecture.

• Random code-stream access and processing: access and decoding of image areas without

needing to decode the whole code-stream.

• Robustness to bit-errors: ability to manage bit errors introduced in the code-stream.

• Sequential build-up capability: the coding architecture should not need to buffer the entire

image to produce the code-stream .

finally a slightly modified version of the Embedded Block Coding with Optimized Trunca-

tion [93] (EBCOT) was adopted as the core coding system. All the desired features set out

in the first Call for Technical Contributions were achieved using an integrated coding ar-

chitecture and a flexible code-stream syntax. Moreover, some of the initial desired features

were extended and a few new ones were added. The most important features of the core

coding system are related in Table 2.3.

JPEG2000 has become a powerful standard that provides even more features than those

initially planned. The technologies supported by the standard have been described in many

different papers. To mention only some of them, the JPEG2000 features and the most

important techniques used in it are reviewed in [88, 87]; an in-depth overview of the core

coding system is described in [76, 101]; the modified version of EBCOT used in JPEG2000

is presented in [97]; and, more recently, a review of the current state of the standard has

been written in [52]. The excellent book [100] by Taubman and Marcellin provides the

most detailed description of the standard, accompanied by some theory of image coding.
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Table 2.3: Features provided by JPEG2000 Part 1 [100, Chapter 9.2].

• Compress once, decompress many ways: one of the most important features of JPEG2000 is

the possibility to decode a selected image area at different qualities and/or resolutions without

needing to process the whole code-stream.

• Compressed domain image processing/editing: simple operations such as rotation, mirroring

or flipping, resizing and quality reduction can be performed without needing to re-encode the

image.

• Progression: JPEG2000 defines progressive transmission by quality, resolution, spatial loca-

tion and component. These progressions can be mixed, producing a more powerful progression

orders. The re-organization of a code-stream to another progression order does not compel to

re-encode the image.

• Low bit-depth imagery: binary valued components can be coded by adjusting the coding

parameters, although resolution and quality scalability is not available. Images containing a

limited number of colours can also be encoded as a single component thanks the definition of

look-up-tables.

• Region of interest coding: arbitrary image regions can be prioritized by encoding them first,

without modifying the coding pipeline.

2.2 The core coding system

2.2.1 Overview

The core coding system of JPEG2000 is constituted by four main stages: sample data

transformations, sample data coding, code-stream re-organization, and rate control. The

three first stages are considered as the coding pipeline, whereas the rate control may involve

different techniques affecting some operations carried out in these stages. Figure 2.1 depicts

the stages and operations of the whole core coding system.

Sample data transformations is the first stage. It is devised to prepare the image samples

for the next coding stage by compacting the energy of the image to achieve better coding

performance. Besides, this stage also modifies the range of the sample values to simplify

certain implementation issues. When using floating point processing in the operations of

colour and wavelet transform carried out in this stage, the coding performance is highly

increased, although then lossless compression is not supported. To allow lossless and lossy
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compression without sacrificing coding performance, both integer and floating point data

are supported in those operations, depicted in Figure 2.1 with two different coding paths

(reversible/irreversible). The region of interest coding is also carried out in this stage by

a simple operation which prioritizes the coefficients of the selected regions in such a way

that the following coding stage encodes those regions first. A more detailed explanation of

these operations is found in Section 2.2.2.

Figure 2.1: JPEG2000 core coding system: main stages and operations.

Before coding, the image is partitioned in a hierarchical structure. This operation is

arguably not considered as a stage of the coding process because no operations related with

coding is performed, however it plays an important role in the coding system and is dis-

cussed in Section 2.2.3. The smallest structures provided by these partitions are called code-

blocks, which are small blocks of coefficients that are independently encoded by the sample

data coding stage. This coding stage uses a fractional bit plane coder and an arithmetic

coder, and produces an embedded code-stream for each code-block. The process carried
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out in this stage is also called Tier-1 coding and is reviewed in Section 2.2.4. The construc-

tion of the final JPEG2000 code-stream is performed by the code-stream re-organization

stage, explained in Section 2.2.5, which implies a re-organization of the generated code-

streams and a coding of some more information related to code-blocks. The coding of this

information is also called Tier-2 coding.

The main function of the rate control stage (or also called rate-distortion optimization

stage depending on the techniques used in it) is to manage the bit-rate and/or the distortion

of the final code-stream produced by the coding system. When the user specifies a desired

bit-rate, the rate control optimizes the quality of the final code-stream (minimizes the dis-

tortion); when a desired quality is specified, the rate control optimizes the bit-rate of the

code-stream (minimizing its length). Besides, the rate control manages the construction of

quality layers, which are important structures of the code-stream devised to provide quality

scalability, a fundamental feature of the standard. The JPEG2000 standard defines a guide-

line for the rate control based on the formulation proposed in EBCOT [93], however this

stage can be implemented in different ways by modifying the quantization, the sample data

coding or the code-stream re-organization stages. This is why more than twenty different

rate control methods have appeared since 2002. The analysis of these rate control methods

is presented in Chapter 3.

JPEG2000 uses many different techniques, however, in our opinion three of them stand

out as the keys of the coding system. The first one is the image division in code-blocks and

their independent coding, which allows random-access and independent processing and it

provides spatial scalability. Thanks to code-blocks, the code-stream can be interactively

transmitted using the JPIP transmission protocol, defined in JPEG2000 Part 9. The main

difficulty when dividing the image in code-blocks is how to encode efficiently these code-

blocks. This difficulty is overcome by the optimized coding of the bit plane and arithmetic

coder, which constitute the second key of the standard. The sample data coding is highly

efficient due to the discrimination of different coefficient contexts, used by the arithmetic

coder to widely reduce the amount of bits generated. This allows the achievement of state-

of-the-art coding performance. The third key is the code-stream organization and syntax,



2.2. THE CORE CODING SYSTEM 15

which defines an efficient and flexible organization in containers, providing advanced fea-

tures such as different progression orders. It is worth noting that these techniques have been

developed, or adapted, specifically for JPEG2000.

2.2.2 Sample data transformations

Level offset

The first operation of the sample data transformations stage is the level offset. When the

image samples of an image component, referred to as x[n], are non-negative with a bit-

depth of B bits, an offset of −2B−1 is added to obtain a sample representation in the range

−2B−1 ≤ x[n] < 2B−1. The main purpose of this operation is to assure that the coefficients

obtained by the discrete wavelet transform belonging to the LL subband have a symmet-

ric distribution around 0, which avoids numerical overflow and facilitates the coefficient

context specification. Level offset is carried out optionally in each image component and

can be easily implemented when the image is loaded. Part 2 of the standard [44] allows

a generalized level offset that supports user-specified subtraction values for each image

component.

Remark 2.2.1 The level offset operation has negligible effects on the coding performance.

For instance, the code-stream obtained when encoding without level offset the Candle image

at 5 bps is only 0.003% larger than the one obtained when encoding with level offset.

Colour transform

When the three first components of the image contain the red, blue and green samples

of a colour image and they have identical size and bit-depth, a colour transform can be

optionally carried out to convert the RGB data into a different representation. For lossy

compression, RGB is converted to the Y CbCr representation, where Y stands for the image

luminance and CbCr for the blue and red chrominance respectively. This is the irreversible

colour transform (ICT), and is defined as
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Lossless compression uses the reversible colour transform (RCT), which approximates

the ICT by decorrelating image colour. RCT is defined as

xY ′ [n] = ⌊
xR[n] + 2xG[n] + xB[n]

4
⌋,

xDb
[n] = xB[n]− xG[n], xDr

[n] = xR[n]− xG[n]

while the inverse operation is given by

xG[n] = xY ′ [n]− ⌊
xDb[n] + xDr[n]

4
⌋,

xB[n] = xDb
[n]− xG[n], xR[n] = xDr

[n]− xG[n] .

When using the RCT, implementations should take into account that samples of Db and

Dr components have one more bit-depth than the original RGB components. The colour

transform can be easily implemented when loading the image and its use is recommended

in order to achieve better coding performance.

Remark 2.2.2 Although it depends on the image, the colour transform highly improves the

efficiency of the sample data coding stage. For lossless compression, the code-stream bit-

rate can decrease from 7% to more than 15%, and for lossy compression, from 20% to more

than 35%.
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Discrete wavelet transform

The discrete wavelet transform (DWT) decorrelates the image samples, generating a com-

pact representation of the image that can be encoded efficiently without producing blocking

artifacts at high compression factors. Besides, the DWT produces a multi-resolution rep-

resentation of the image in increasing resolution levels, fitting perfectly with the original

JPEG2000 desired features.

The one dimensional (1D) DWT can be understood as a successive application to an

original sequence of samples, referred to as x[n], of a pair of low-pass and high-pass filters,

called analysis filter-bank and referred to as (hL, hH) respectively. After the application

of the filter-bank, a sub-sampling operation is carried out, discarding every second sam-

ple and producing the subband sequences yL[n] and yH [n] for the low-pass and high-pass

filters respectively. It is worth noting that the filter-bank is designed to allow a perfect re-

construction of the original signal, when there is not any quantization error, using another

pair of low-pass and high-pass filters, called synthesis filter bank and referred to as (gL, gH)

respectively. Filter-banks which allow perfect reconstruction are called bi-orthogonal, an

important property for image applications.

The low-pass filter eliminates high frequencies of the image, obtaining a blurred version

of the original samples, whereas the high-filter preserves high frequencies, as edges and

details, eliminating low frequencies. The final sequence y[n] contains the filtered samples

output from the DWT, which are referred to as wavelet coefficients (or just coefficients) and

has the same length of the original x[n], obtained by interleaving yL[n] and yH [n] as

y[2n] = yL[n] y[2n + 1] = yH [n] .

The extension of the 1D DWT to the two dimensions of an image component consid-

ers the application of the filter-bank and sub-sampling to each row of the image and then to

each column. This operation produces four different subbands, which contain the Low-Low

(LL), High-Low (HL), Low-High (LH) and High-High (HH) frequencies in horizontal and

vertical respectively. The LL subband can be decomposed successively into four smaller
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subbands, increasing the number of DWT levels and obtaining the usual dyadic image de-

composition in increasing resolution levels, first attributed to Mallat [61]. Figure 2.2 depicts

two common representation of the dyadic decomposition of an image in three DWT levels.

Each label SSd indicates the subband type by SS and the decomposition level by d.

Remark 2.2.3 In general, it is recommended to use 5 or 6 DWT levels. For example, at 0.1

bps the Orchid image is recovered at 37.54 dB when using 5 DWT, 36.59 dB when using 3

DWT (lossy compression).

Figure 2.2: Two common representations of the dyadic decomposition.

Although JPEG2000 Part 2 supports the specification of the filter-bank, only two filter-

banks are allowed in Part 1. The Daubechies 9/7 filter-bank, introduced in [6], is used for

lossy compression; lossless compression uses the Le Gall 5/3 filter-bank, first proposed

in [34]. The coefficients output from the DWT are usually multiplied by a normaliza-

tion factor to maintain the range of the coefficients between certain bounds. Actually, this

operation of normalization can be performed multiplying the filter-bank by the normal-

ization factor, saving some unnecessary operations. The normalized filter-banks used by

JPEG2000 are given in Table 2.4. Both filter-banks are bi-orthogonal.
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Table 2.4: Normalized coefficients of the 9/7 and 5/3 filter-banks of JPEG2000 [76].

9/7 filter-bank

z hL(z) gL(z) z hH(z) z gH(z)

0 +0.6029490182 +1.1150870525 −1 +1.1150870525 1 +0.6029490182

±1 +0.2668641184 -0.5912717631 −2, 0 +0.5912717631 +0, 2 -0.2668641184

±2 -0.0782232665 -0.0575435262 −3, 1 -0.0575435262 −1, 3 -0.0782232665

±3 -0.0168641184 +0.0912717631 −4, 2 -0.0912717631 −2, 4 +0.0168641184

±4 +0.0267487574 −3, 5 +0.0267487574

5/3 filter-bank

z hL(z) gL(z) z hH(z) z gH(z)

0 3/4 1 −1 1 1 6/8

±1 1/4 1/2 −2, 0 1/2 0, 2 -2/8

±2 -1/8 −1, 3 -1/8

Even using normalized filter-banks, some unusual combinations of samples could still

violate the range boundaries. JPEG2000 manages this situation by defining a number of

guard bits, explained in the following quantization operation.

Orthonormality is another important property of transformations, and is fulfilled when

the sum of the squares of the original samples is equal to the sum of the squares of the

coefficients produced by the transformation, expressed as

∑

n

x[n]2 =
∑

n

y[n]2 .

When a transformation is orthonormal, the impact of a coefficient quantization is easily

quantified, providing an important mechanism to estimate the MSE of the reconstructed

image. This property is fundamental for the rate control but, unfortunately, the DWT is not

orthonormal. A method which, under certain assumptions, approximates the MSE of the

reconstructed image by defining the L2norm for each DWT subband is proposed in [106].

The L2norm is the MSE contribution of the subband to the reconstructed image, and it can

be used by the quantization stage to calculate efficient step sizes for each subband, or by

the rate control, to estimate the distortion contribution of each quantized coefficient to the

overall MSE.
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The first implementations of the DWT were not efficient in terms of computational com-

plexity and, in addition, they needed to buffer the entire image in memory. These drawbacks

have been overcome with a computationally efficient method [90, 25] called lifting scheme

and with a line-based processing method [23] that widely reduces the memory consump-

tion. JPEG2000 applications are encouraged to implement both methods.

Quantization

The quantization is the operation that maps the coefficients provided by the DWT to an

index, which will be encoded. Since lossless compression needs a reversible process, quan-

tization is not used when compressing in lossless mode and the process is reduced to a

ranging operation, explained below. Lossy compression uses an uniform scalar dead-zone

quantization that defines a step size parameter △b for each subband b in order to produce

a signed integer representation, referred to as qb, of the wavelet coefficients yb[n]. This

operation is defined as

qb[n] = sign(yb[n]) ·

⌊

|yb[n]|

△b

⌋

.

As Figure 2.3 depicts, all the intervals defined by the dead-zone quantization have the

same △b size, except from the interval (−△b,△b), which has a size of 2△b and is called

the ”deadzone”.

Figure 2.3: Dead-zone quantizer with a step size of△b.

The step size△b of each subband is usually determined taking into account properties of

the human visual system or the L2norm of each subband. In JPEG2000,△b is represented

with a mantissa µb of 11 bits and an exponent εb of 5 bits according to the expression
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△b = 2Rb−εb · (1 +
µb

211
)

where Rb represents the maximum number of bits that coefficients in subband b can have,

called the nominal dynamic range. Although better coding performance may be achieved

using different step sizes for each subband, the standard also supports a derived quantiza-

tion, which derives µb and εb of each subband from the step size assigned to the LL subband

(△LL) according to

(εb, µb) = (εLL − L + nb, µLL)

where L denotes the number of DWT levels, nb the DWT level of the subband b, and εLL,

µLL the parameters of△LL.

Remark 2.2.4 Coding performance is slightly penalized by the use of derived quantization.

At 0.5 bps, the Fruit Basket image is recovered only 0.02 dB worse when using derived

quantization than when using the L2norms to quantize each subband (lossy compression).

Since the bounds of the nominal dynamic range can be violated by the coefficients

produced by the DWT, JPEG2000 performs a process of ranging specifying a number of

guard bits G, from 0 to 7, which determines the real bounds of the magnitude of wavelet

coefficients conforming to

⌊

|yb[n]|

△b

⌋

< 2Mb

where Mb = εb + G− 1 referring to the number of magnitude bit-planes of subband b.

Part 2 of the standard supports a generalized uniform scalar dead-zone quantization,

which allows a deadzone interval of variable width, as well as a trellis coded quantization.

A review on how these quantization methods work is described in [63].
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Region of interest

JPEG2000 defines one type of Region Of Interest (ROI) coding called Maxshift. However,

thanks to the EBCOT paradigm, an implicit ROI coding can also be performed by just

adjusting some parameters of rate control. Implicit ROI coding causes that the more ROI

coefficients a code-block has, the more prioritized the code-block is by the rate control. An

advantage of this method is that it allows the ROI modification by just re-sequencing code-

blocks in the final code-stream. However, ROIs are restricted to code-block boundaries. A

more in-depth explanation of this implicit ROI coding can be found in [100, Chapter 10.6].

Rate control mechanisms are also used to define code-blocks ROIs and to organize them

into different prioritization levels in [79].

The Maxshift method defined in the standard allows the prioritization of arbitrary spa-

tial regions by modifying the wavelet coefficients of these ROIs, referred to as q[r]. This

modification is carried out up-shifting by a factor of s the ROI coefficients, that is

q′[r] = q[r] · 2s .

The selection of s is as follows: s = max(Mb), ensuring that ROI coefficients are

encoded before background coefficients. This also causes that once the code-stream is

constructed, the ROI can not be modified. Note that the wavelet coefficients belonging

to the ROI may vary depending on the filter-bank due to the length of the low-pass and

high-pass filters, therefore it is important to select them adequately. When decoding, these

coefficients are easily identified and down-shifted.

Remark 2.2.5 The sample data coding efficiency is penalized when ROIs are encoded. For

example, when encoding the Musicians image with a ROI of 25% the size of the image, the

resulting code-stream is about 6% larger than when encoding without any ROI. However,

it is only need to transmitt 1.2 bps to recover the ROI perfectly (lossy compression).

JPEG2000 Part 2 supports another type of ROI called generalized scaling method,

which allows different scaling factors to different ROIs, overcoming some of the drawbacks
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of Maxshift. Further discussion of Maxshift can be found in [8], and a comparison between

Maxshift and implicit ROI is presented in [66]. Besides, in the last four years, novel ROI

coding methods have appeared supplying new advanced features. To mention only some of

them, in [104, 56, 109, 55] the up-shifting method of ROI coefficients is slightly modified

in order to encode ROI and background simultaneously, and in [86] a method which uses

the generalized scaling method to improve the visual ROI quality is presented.

2.2.3 Sample data partitions

JPEG2000 defines a sophisticated partitioning system that provides some of the advanced

features of the standard. The first partition is the tile, which defines rectangular regions

of the image with the same size each (except when crossing image boundaries). Each

component within the tile is called tile-component. The main purpose of defining tiles

is that each tile-component can be coded independently and that each tile generates an

independent code-stream. The tile partition allows a sequential processing of large images,

and supplies an efficient mechanism for memory constrained applications. However, the use

of tiles causes blocking artifacts at high compression factors, while sequential processing

can also be obtained by using line-based DWT processing.

The number of DWT levels, referred to as L, can be specified for each tile-component,

creating L + 1 distinct image resolution levels, each one twice the size of the previous one

when starting from the LL subband. Recall from Section 2.2.2 that each resolution level

have four subbands, apart from the lowest resolution level that only contains the LL sub-

band. This successive partition in resolution levels is fundamental to provide progressive

transmission by resolution.

Remark 2.2.6 The use of tiles is not recommended because they cause blocking artifacts

at high compression factors. See, for instance, a region of the Bicycle image recovered at

0.15 bps when it is encoded with and without tiles in Figure 2.4. For interactive image

transmission, tiles are also not recommended [94].
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Tiles of size 256x256 (23.870 dB) No tiles (24.287 dB)

Figure 2.4: Visual comparison of coding with and without tiles.

An important property of the EBCOT paradigm is the partition of each subband in small

blocks of coefficients called code-blocks, which are encoded independently. Before the

code-block partition, JPEG2000 defines the division of each resolution level in rectangular

regions called precincts. The precinct size can be specified at each resolution level and it

partitions each subband of that resolution level in spatial regions of the same size. The same

spatial region of the subbands belonging to that resolution level is referred to as a precinct.

The purpose of defining precincts is to facilitate the access to spatial regions of the image.

Precinct size determines the minimum accessible region size when decoding image areas

of that resolution level. This is caused due to the organization of the code-stream, further

discussed in Section 2.2.5.

Finally, each precinct is partitioned in code-blocks of same size for the whole tile-

component (except when crossing subband or precinct boundaries). Note that the size of

the code-block determines the minimum size of precincts, and that the minimum number of

code-blocks that a precinct must contain is one. The partition of precincts and code-blocks

supplies two advanced features: random code-stream access, and processing and edition in

the compressed domain.

Remark 2.2.7 When code-blocks dimensions are small, the efficiency of the sample data

coding stage is penalized. The code-stream bit-rate of the Cafeteria image fully encoded

with code-blocks of size 16x16 is 4% larger than when using code-blocks of size 64x64. At
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Figure 2.5: The JPEG2000 partitioning system.

1 bps the Cafeteria image is recovered at 32.59 dB when using 64x64 code-blocks; at 31.98

dB when using 16x16 code-blocks (lossy compression).

Small precinct sizes usually slightly penalize the coding performance. The code-stream of

the Cafeteria image fully encoded using the smallest precinct size is 1% larger than when

the precinct size is the largest one. At 1 bps, the PSNR difference between the images

recovered using these code-streams is 0.17 dB (lossy compression).

Figure 2.5 depicts the partitions defined by JPEG2000. Because different components

may have different dimensions and they could have different sub-sampling (or spacing)

factors, JPEG2000 defines a single reference grid called canvas. Every sample of every

tile-component is mapped to a location of the canvas, allowing a consistent representation

of the image components. Together the mapping rules and the definition of the component

partitions are usually referred to as the canvas coordinate system.

2.2.4 Sample data coding

The sample data coding stage produces an embedded code-stream that can be truncated

at different points for each code-block independently. The coding is carried out using a

fractional bit plane coder based on EBCOT [93] and an arithmetic coder called MQ-coder,
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a modified version of the Q-coder [89] developed by IBM and also adopted in the JBIG

standard [43]. The main idea behind the coding performed in this stage is to benefit from the

spatial redundancy of the coefficients within the code-block, creating favorable conditions

for the MQ-coder to code as efficient as possible the data provided by the bit plane coder.

These favorable conditions are achieved by using contextual information of the coefficients,

which is utilized in the MQ-coder to precisely adjust the probabilities of the incoming

symbols. The adequate context selection used in JPEG2000 is a fundamental key in the

sample data coding stage because it makes work the MQ-coder efficiently. This issue has

been reviewed recently in [57], concluding that the JPEG2000 context selection is already

highly efficient.

A detailed explanation of the techniques involved in the bit plane coder and in the MQ-

coder can be found in [97], and they are beyond the purpose of this document. Here we

only present a rough description of the operations performed in this stage.

The fractional bit plane coder

Let Ki be a sufficient number of bit-planes to represent all the coefficients of the code-

block Bi. The fractional bit plane coder of JPEG2000 encodes each coefficient of Bi from

the highest bit-plane p = Ki − 1 to the lowest bit-plane p = 0. Each bit-plane p of code-

block Bi is encoded in three sub-bit-plane coding passes: significance propagation pass

P(p,2)
i , magnitude refinement pass P(p,1)

i , and cleanup pass P(p,0)
i . The aim of this sub-bit-

plane coding is to encode first that information which supplies the greatest reductions of

the image distortion. Besides, the sub-bit-plane coding produces an embedded code-stream

with a large collection of potential truncation points (each one at the end of each coding

pass), which are used by the rate control.

P(p,2)
i visits the neighbours of already significant coefficients, which have a high proba-

bility of becoming significant, P(p,1)
i codes the magnitude refinement of already significant

coefficients, and P(p,0)
i visits the remaining coefficients not being visited in P(p,2)

i . The
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scanning order used by these three coding passes is stripe-based, meaning that the coeffi-

cients are organized in rows containing four coefficients each one. The scanning in each

stripe is from top to bottom and from left to right, as Figure 2.6 depicts. Obviously, P(p,2)
i

and P(p,1)
i are empty coding passes at the highest bit-plane, i.e. p = Ki − 1, therefore the

coding begins with P(Ki−1,0)
i .

Because at the highest bit-planes most coefficients are insignificant, the bit plane coder

defines a run mode devised to reduce the number of emitted bits. This mode is only used in

the cleanup pass P(p,0)
i and emits a single symbol when the four coefficients of one column

of the stripe are insignificant and do not have any significant neighbour.

Figure 2.6: Stripe-based scanning order defined by JPEG2000 [100, Chapter 12.2.3].

JPEG2000 defines nineteen different contexts. The significance coding (i.e. coding

passesP(p,2)
i andP(p,0)

i ) defines the context depending on the significance state of the neigh-

bour coefficients (depicted in the context window of Figure 2.6). The main idea behind this

definition is that the current coefficient is more likely to be significant in the current bit-

plane if its neighbours have been significant in the current or higher bit-planes. Although

28 = 256 different contexts could be defined, JPEG2000 groups some configurations in

nine contexts. The sign coding takes five more contexts, also selected depending on the

neighbourhood, and the run mode uses two more contexts. Finally, for the magnitude re-

finement encoding only three contexts are defined, selected depending on the number of

already emitted refinement bits.
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Some authors have presented modifications of the bit plane coder in order to achieve

better coding performance. A re-arranging of code-block columns is performed before

starting the sample data coding in [60], the significance coding is modified using a smart

scanning order in [72] and the cleanup pass is modified to reduce the number of emitted

symbols in [2].

The MQ-coder

The main idea behind arithmetic coding is to map an input sequence of symbols xn to a

single code-word by recursive interval partitioning based on the probabilities of the input

symbols. The MQ-coder adopted by JPEG2000 uses several techniques to supply advanced

features while providing high efficiency. The MQ-coder is binary because the input sym-

bols, referred to as xn, are bits (i.e. xn ∈ {0, 1}), causing that there is a single probability

Σ of the most probable symbol MPS s, s ∈ {0, 1}. The MQ-coder is adaptive because Σ

is successively adapted depending on the encoded symbols and s may change its value un-

der certain conditions. Therefore, implementations need to maintain the tuple Σ, s in order

to determine which is the current state of the coder. For implementation reasons, Σ is not

computed as a floating point number; instead there are forty-six different fixed probabilities.

The MQ-coder does not have a single state. Each context defined by the bit plane

coder, and referred to as k, has its own tuple Σk, sk. Since the symbols encoded by each

context represents different kinds of information, the probabilities of input symbols are

better approximate taking into account their context. This is how the context is used by

the MQ-coder in order to achieve a high coding efficiency. Obviously, the input symbols

must be tuples of symbol and context (i.e. xn, kn). The use of this technique makes the

MQ-coder contextual.

The interval partitioning of arithmetic coding is efficiently represented by two registers.

However, the encoding process may cause an overflow condition which compels to modify

the registers by shifting a carry bit. This is a drawback for practical implementations be-

cause long registers need to be maintained before emitting the final code-word. MQ-coder
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is byte-oriented, meaning that once 8 bits are encoded, one byte is flushed. Overflow sit-

uations are overcome thanks to a technique called bit-stuffing, which detects and prevents

carry bits adding one redundant bit before flushing the output byte. This does not penalizes

the coding performance (only about 0.05%) and, besides, ensures that the range of a byte

following an FFh byte does not exceed 8Fh. The remaining range FF90h through FFFFh

is used by code-stream markers. This assures that the code-word produced by the MQ-

coder does not contain some byte combinations used in error resilience methods to detect

transmission errors. Besides, some modifications to the coding techniques of the MQ-coder

can supply enhanced methods of error resilience, as presented in [35].

The termination procedure of the MQ-coder should take into account that when the de-

coder runs out of bytes, a FFh reading is simulated in order to keep decoding. This may

be used to achieve the optimal termination described in [100, Chapter 12.3.2], by eliminat-

ing the last unnecessary bytes of the code-word. Recently, five optimized architectures of

the MQ-coder that use concurrency techniques to process multiple symbols simultaneously

have been proposed in [28].

Other considerations

JPEG2000 supports six minor variations in some operations carried out in the sample data

coding stage, described in Table 2.5. These variations can be implemented by slightly

modifying the bit plane coder and the MQ-coder and they are devised to provide more

capabilities to implementations related to parallelization, computational complexity reduc-

tion and error resilience. RESET, RESTART and CAUSAL allow parallelization of coding

processes. BYPASS supplies a reduction on the computational complexity of the coding

without sacrificing coding performance, and ERTERM and SEGMARK provide simple

error resilience mechanisms.

Remark 2.2.8 Although coding variations supply some advantages to applications, all of

them penalize the coding performance. Table 2.6 compares the different coding variations.
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Table 2.5: JPEG2000 coding variations.

• RESET: this variation resets the tuples Σk, sk at the beginning of each coding pass.

• RESTART: this variation resets the internal registers of the MQ-coder at the beginning of

each coding pass and terminates the code-word at the end of each coding pass. The use of this

variation compels to encode the bit-rate of each coding pass segment.

• CAUSAL: when using this variation, the context window of the bit plane coder (used to

calculate the coefficient context) does not cross stripe boundaries.

• BYPASS: when the current bit-plane p has a low value, the context probabilities of coding

passes P
(p,2)
i , P

(p,1)
i are usually not well approximated, widely decreasing the efficiency of the

MQ-coder. With this variation MQ-coder is not used when p < Ki−4 at coding passes P
(p,2)
i ,

P
(p,1)
i , terminating the segment of the code-word at each pass.

• ERTERM: the use of this variation surrenders the freedom of the coder of terminating the

code-word in a fashion way, and a predictable termination must be used.

• SEGMARK: this variation encodes the four symbols 1010b at the end of each bit-plane.

2.2.5 Code-stream organization

JPEG2000 defines a flexible code-stream organization, mostly derived from the partitions

discussed in Section 2.2.3 and supported by a rich syntax. This organization encapsulates

the code-streams produced by the sample data coding stage using different containers to

supply different degrees of scalability and progression efficiently. The main containers of

the code-stream are called tile-streams, tile-parts and packets. The tile-stream contains all

the data corresponding to one image tile (including all its components), and a JPEG2000

code-stream may contain one or more tile-streams. Each tile-stream is comprised by one

or more tile-parts, which contain collections of packets, the smallest identifiable container

within the whole code-stream.

The sample data coding stage produces a code-stream for every code-block Bi that

can be truncated at different points, referred to as Bs
i . A packet TP is a container that

encapsulates some code-stream segments of code-blocks belonging to the same precinct

P . Because the precinct corresponds to an spatial location of one resolution level of one

component of one tile, we could define the packet as a quality increment of that spatial
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Table 2.6: Coding performance penalization of the JPEG2000 coding variations.

0.25 bps 0.5 bps 1 bps 2 bps max (55 dB)

normal 23.73 27.36 32.60 39.59 5.07 bps

RESET 23.68 27.30 32.51 39.48 5.10 bps

RESTART 23.64 27.26 32.47 39.43 5.12 bps

CAUSAL 23.71 27.32 32.54 39.54 5.08 bps

BYPASS 23.72 27.34 32.53 39.43 5.08 bps

ERTERM 23.73 27.36 32.60 39.59 5.07 bps

SEGMARK 23.71 27.34 32.57 39.56 5.08 bps

LEGEND: Each cell is the PSNR (in dB). The last column shows the

bit-rate of the code-stream when the complete encoding is performed.

RESULTS: Cafeteria image of the corpus ISO 12640-1, gray scaled,

size 2048x2560.

JPEG2000 CODING PARAMS.: 9/7 DWT 5 levels, expounded quan-

tization, 64x64 code-blocks, no precincts, 1 quality layer. Lossy com-

pression. Targeted bit-rates.

IMPLEMENTATION: Kakadu v4.5

location. To allow the encapsulation of the whole code-stream of one code-block, precinct

P could have different packets, referred to as T l
P , with 0 ≤ s ≤ l.

This organization allows the identification of layers, defined as the collection of all

packets T l
P with equal l in that tile-part. When the code-stream segments are selected

appropriately, each layer increases successively the quality of the image, and then they

are usually called quality layers. Note that if we sort packets T l
P in the increasing order

l = [0, 1, 2, ...], the first packets with l = 0 enclose the first layer, l = 1 the second one, and

so on, generating a quality progressive code-stream. The packets in each layer can also be

ordered in some specific way, repeating the same operation successively. The recursively

way in which the packets have been ordered within the tile-part is called the progression

order, and JPEG2000 defines 5 different types, briefly explained in Table 2.7. Figure 2.7

depicts the whole code-stream organization.

The selection of the code-stream segments, the number of quality layers and the bit-rate

and/or quality of each layer is delegated to the rate control.
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Table 2.7: Progression orders defined by JPEG2000.

• LRCP: code-stream primarily progressive by quality. In each quality layer, the lowest reso-

lution level of all components is transmitted first, followed by the second resolution level of all

components, and so on.

• RLCP: transmission of each resolution level progressively. In each resolution level the quality

of the all components is increased progressively.

• RPCL: also transmission of each resolution level progressively, but the order in each resolu-

tion is by position, i.e. the first spatial location defined by precincts is fully transmitted first for

all components, then the second spatial location, etc.

• PCRL: code-stream primarily progressive by position, meaning that the first location defined

by the precincts is fully transmitted first, then the second one, etc.

• CPRL: transmission of each image component progressively. In each component the pro-

gression is by position.

LEGEND: Each progression order is defined as X1X2X3X4 with Xn = {L,R,C, P} being Layer,

Resolution, Component or Position respectively. X1 defines the first sorting directive (or primary

progression), X2 the second one and so on.

In order to decode correctly the code-stream, each packet must contain, for each code-

block, the number of the included coding passes, the segment bit-rate and, when it is the

first apparition, the number of bit-planes Ki. This information is included in a packet header

and, since a code-stream may contain several quality layers with several packets each one,

a coding process based on tag trees is used. The tag tree coding uses the redundancy

among code-blocks belonging to the same precinct to reduce the amount of data that has

to be transmitted. The code-stream has other headers containing information about image

dimensions, number of components, etc., and they can be combined in different ways in

order to provide more flexibility.

The organization of the code-stream in containers allows wide possibilities of random

access and re-organization. First, tile-streams provide access to large image areas and pack-

ets to smallest spatial locations within tiles, supplying an efficient mechanism for interac-

tively transmit large images and allowing the modification of image dimensions. Second,
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Figure 2.7: JPEG2000 code-stream organization.

since each tile-part may use a different progression order, the construction of the final code-

stream could use different progression orders at bit-rate ranges. Third, a quality progression

among all image tiles is also possible thanks to the identification of quality layers within

each tile-part. When these tile-part quality layers are re-organized appropriately, a tile qual-

ity progression could be available. Fourth, a complete re-organization of the code-stream,

involving precinct dimensions changes, progression orders or even quality of different im-

age location, could be done without decoding any code-block.

It is worth noting that the code-stream organization could allow many other possibilities

that applications could exploit. However, the re-organization can not consider the modifi-

cation of tile dimensions and the modification of quality layers. Although tiles are usually

not recommended, quality layers are fundamental.

The complete details of the code-stream organization and syntax are described in the

standard [42] and in [38]. Besides, a channel protection technique using the organization

and syntax of the code-stream is presented in [78].
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2.2.6 Decoding procedures

The decoding stages of JPEG2000 are almost the same as the encoding ones. The main

difference between coder and decoder is that the coder needs a rate control method. How-

ever, there are some points that the decoder should take into account, summarized in the

following items:

• Beyond code-words lengths: as explained in Section 2.2.4, when the MQ-decoder

exhausts the code-word, readings of FFh bytes must be simulated in order to finish

the decoding.

• Bias reconstruction parameter: the decoding of one coefficient bit corresponding to

its first significant bit-plane, referred to as p, indicates that the coefficient value lies

in the range [2p, 2p+1). One might expect that the best approximation of the value

should be the center of this range, i.e. 2p + 2p−1, and successively for its magnitude

refinement bits. This is the same as to set the reconstruction parameter γ = 1
2

in the

dequantization process, which reconstructs the decoded coefficients qp[n] at bit-plane

p as

y′[n] =











(|qp[n]|+ γ) · sign(qp[n]) · 2p△b if qp[n] 6= 0

0 if qp[n] = 0
.

However, experience indicates that improved results are achieved when the recon-

struction parameter is biased towards 0; γ = 3
8

is a good choice. Obviously the opti-

mal value could be calculated on the statistics of each subband, but the decoder usu-

ally does not have access to these statistics. Note that when using lossless compres-

sion this operation is not needed since the quantization operation is not performed.

• Range check: if the dequantization process uses the center range approximation, it

could produce some special combinations for which, when inverting the DWT, the

resulting samples violate the bit ranges of the original image. The decoder should

take into account these exceptions correcting the coefficients when necessary.
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• Rounding before saving: the decoding pipeline outputs an image with a floating point

representation (in lossy mode). The conversion to an integer representation in order

to save or display the image should be preceded by a rounding operation.

An interesting method which improves the quality of the image at the decoder by ex-

ploiting quantization and geometric information is explained in [54], although the com-

putational complexity of the decoder is increased. On the other hand, a study on how to

improve the visual quality using mechanisms supported by JPEG2000 (requiring some spe-

cial parametrization of both coder and decoder) is presented in [117].

2.3 Analysis

2.3.1 Computational complexity

The computational complexity is an important issue for JPEG2000. Applications are to be

able to encode or decode images rapidly and, in some cases, this could become a decisive

issue when deciding whether to use the JPEG2000 standard or not. Actually, in the last

meetings selecting the core coding system, SPECK coding system [71] competed against

EBCOT because, although SPECK has worse coding performance than EBCOT, it is more

efficient computationally. The EBCOT paradigm supplies a tremendous flexibility and a

high coding performance but it has a high computational complexity compared to other

coders due to the use of three coding passes for each bit-plane plus the use of the arithmetic

coder. To analyze the computational complexity is important in order to optimize some of

the stages of the core coding system.

When studying the JPEG2000 coding pipeline, it is clear that the sample data transfor-

mation stage is quite simple and would imply almost the same operations for any wavelet-

based coding system and, therefore, the same computational complexity whatever the bit

plane coder was. Besides, the code-stream re-organization is even less complex, implying

just a few operations for the packet headers construction. Obviously the sample data cod-

ing is the most complex stage overall the coding process, whereas the rate control is not
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complex and it could help to diminish the computational complexity of the coding stage as

showed in Sections 3.1.4, 6.4.5.

In order to evaluate the computational complexity of JPEG2000, we present a simple

comparison among the different stages of the coding pipeline. It is worth noting that this

computational complexity evaluation is a difficult task since each implementation may use

different methods and optimization techniques. In our evaluation we use BOI, which im-

plements a few optimization techniques. In general, the obtained results coincide with other

studies presented in the literature, such as [95] and [21]. Table 2.8 shows the computational

load of the different stages of the JPEG2000 coding pipeline when encoding several images

using lossy compression.

For lossless compression, the computational complexity of the DWT is slightly less

than for lossy compression, the quantization stage is not applied, and the computational

complexity of the remaining stages is practically the same for both compression types. On

the other hand, notice that no rate control stage percentage is provided in Table 2.8 because

BOI uses the rate control method introduced in Chapter 6, which has a negligible compu-

tational complexity. Usually, the rate control methods used in JPEG2000 implementations

takes about 5% to 10% of the whole coding process.

Notice that more than 70% of the encoding time is used by the sample data coding stage.

It is for this reason that several optimization techniques for this stage (both BPE and MQ)

are described in [100, Chapter 17] and implemented in Kakadu. Using all the described

techniques, the time of the sample data coding can be widely reduced, although it is still

the stage that takes longer. The DWT uses about 15% of the encoding time and is difficult to

optimize because the lifting scheme already minimizes its computational complexity. The

results obtained for the decoder are practically the same, thus they are not given.

JPEG2000 allows many different options of parallelization. The results presented here

are obtained using a single processing unit, but the coding process may be parallelized in

order to increase the computational performance of JPEG2000 applications. Independent

tile processing is obviously a rather simple parallel strategy, although tile coding is not
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Table 2.8: Computational load evaluation of the JPEG2000 coding stages.

Sample Data Transformations Sample Data Coding Code-stream

image PRE DWT Q BPE MQ re-organization

Portrait 3.17 % 18.09% 4.69% 55.41% 13.17% 5.46%

Cafeteria 2.56 % 13.19% 3.77% 61.99% 13.43% 5.05%

Fruit 3.19 % 14.59% 4.70% 58.44% 13.86% 5.20%

Tableware 3.21 % 14.72% 4.74% 58.58% 13.48% 5.25%

Bicycle 3.11 % 15.67% 4.61% 57.84% 13.09% 5.67%

Orchid 3.67 % 16.79% 5.43% 55.90% 12.46% 5.75%

Musicians 2.29 % 10.44% 3.40% 64.09% 14.93% 4.85%

Candle 2.55 % 11.66% 3.77% 63.11% 14.15% 4.74%

average 2.55 % 14.07% 4.30% 59.85% 13.66% 5.20%

stages av. 20.92% 73.51% 5.20%

LEGEND: Each column shows a coding stage in terms of percentage over the whole encoding

process. PRE groups the level offset and colour transform operations, DWT stands for the

discrete wavelet transform operation using the lifting scheme, Q stands for quantization, BPE

represents the bit plane encoding and MQ stands for the MQ-coder.

RESULTS: images of the corpus ISO 12640-1, colour images, size 2048x2560.

CODING PARAMETERS: ICT, 9/7 DWT 5 levels, derived quantization, RESTART coding

var., 64x64 code-blocks, no precincts, 1 quality layer, LRCP progression. Lossy compression.

IMPLEMENTATION: BOI v1.2

recommended. Other options of parallelization may be the independent code-block cod-

ing or the parallelization within the code-block coding through the variations described in

Table 2.5. Besides, some hardware-based coding architectures using smart parallelization

techniques have recently appeared [31, 118, 70, 37].

2.3.2 Coding performance

Compared to other coding systems, JPEG2000 has state-of-the-art coding performance.

However, it is difficult to perform a fair comparison among different coding systems only

considering the coding performance, because each coding system is devised to provide

different features. Here, we only perform a brief comparison of JPEG2000 against two
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popular image coding systems in order to show that JPEG2000 has a good coding perfor-

mance while supplying advanced features. A more extensive comparison among different

standards and coding systems is provided in [81], considering several issues.

We have compared JPEG2000 against SPIHT [77] and SPECK [71]. SPIHT is a com-

mon reference used in image coding. Graphic 2.1 contains the average results obtained

when applying a lossy compression to the images of the corpus ISO 12640-1, depicted in

both a graphic and a table to better appreciate the differences. JPEG2000 is mainly devised

for lossy compression, and although it allows a lossless mode, the results it obtains are not

as competitive as a coding system devised for lossless compression, for instance the stan-

dard JPEG-LS [41]. A comparison of lossless compression among JPEG2000 and other

coding systems is provided in [88, 81].
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bps SPIHT SPECK JPEG2000

0.0625 25.00 25.03 25.31

0.125 27.04 27.04 27.34

0.25 29.55 29.53 29.87

0.5 32.65 32.63 32.98

1 36.67 36.60 36.97

2 42.55 42.42 42.73

3.5 50.71 50.40 50.32

LEGEND: The coding performance

is expressed in dB.

RESULTS: average of corpus ISO 12640-1, gray scaled, size 2048x2560. 200 control points.

JPEG2000 CODING PARAMS.: 9/7 DWT 5 levels, expounded quantization, 64x64 code-blocks, no

precincts, 1 quality layer, LRCP progression. Lossy compression. Targeted bit-rates.

SPIHT CODING PARAMS.: 9/7 DWT 5 levels, arithmetic coding.

SPECK CODING PARAMS.: 9/7 DWT 5 levels.

IMPLEMENTATIONS: JPEG2000 - Kakadu v4.5, SPIHT/SPECK - QccPack v0.51 [33]

Graphic 2.1: Coding performance evaluation of JPEG2000, SPIHT and SPECK.



Chapter 3

From embedded code-streams to quality

layers

This chapter provides an in-depth study of the rate control within the JPEG2000

core coding system. The first section is focused on the rate control methods found

in the literature, beginning with the optimal Post Compression Rate-Distortion op-

timization method proposed in EBCOT and reviewing all the approaches until Au-

gust 2006. We supply both an overview of each method and a comparison among

them. The issue of the second section is the quality scalability of JPEG2000 code-

streams, reviewing how quality layers are allocated within the code-stream and

which is the coding performance obtained with usual allocation strategies.

3.1 Rate control methods

3.1.1 Introduction

The first coding systems based on the DWT, such as [83, 77, 102], constructed a single

quality embedded code-stream. This means that, if Dj stands for the distortion of the

recovered image at bit-rate Rj , the distortion Dj+1 at any bit-rate Rj+1 satisfying Rj <

39
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Rj+1 is less than at Dj , i.e. the condition Dj > Dj+1 is always respected. Recall that a

quality embedded code-stream also means that the segment of the code-stream at bit-rate

Rj is a prefix of the code-stream at bit-rate Rj+1. In those coders, this property was given

by the bit plane coder itself, since the code-stream was constructed considering the whole

image scanning all the coefficients of the image in a bit-plane by bit-plane fashion. The

main drawback of these coding systems was that neither spatial nor resolution scalability

were supported.

An efficient way to support both spatial and resolution scalability is by considering the

independent coding of code-blocks, like EBCOT [93] does. Recall that the sample data

coding stage constructs an embedded code-stream for each code-block. When a target bit-

rate, say Rmax, has to be attained, the EBCOT paradigm raises the question of how to select

the best code-stream segments of each code-block which best recover the image. Besides,

the complementary problem of how to achieve the minimum bit-rate for a target quality,

say Dmax, also needs to be addressed. These issues compel to develop a method able to

control the bit-rate, or distortion, of the constructed code-streams.

When the goal is to optimize the quality at the desired bit-rate Rmax, the rate control

method searches the set of coding segments that minimizes the overall image distortion

satisfying R ≤ Rmax. Conversely, when the goal is to optimize the bit-rate for a desired

distortion, say Dmax, the rate control method searches the set of coding segments which

minimizes the overall code-stream bit-rate satisfying D ≤ Dmax.

The JPEG2000 standard does not supply a specific rate control method. Instead, it de-

fines a flexible code-stream organization supporting quality layers, and describes a possible

rate control method as a guideline. Therefore, implementations can use their own rate con-

trol methods to optimize the code-stream construction for a target bit-rate or for a target

distortion. This is probably the cause of the apparition of more than twenty different rate

control methods since 2002; they are reviewed in Section 3.1.3. The guideline proposed in

the standard is the Post Compression Rate-Distortion Optimization (PCRD or PCRD-opt)

method described in EBCOT, which obtains optimal (or near-optimal) results and is the

main reference of rate control in JPEG2000.
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3.1.2 The optimal PCRD method

Let us introduce the rate control issue as the optimization of the quality for a desired bit-rate,

as is formulated in EBCOT. The optimization of the bit-rate for a desired quality and the

construction of quality layers are complementary problems, which are not considered here.

Before starting the sample data coding stage of JPEG2000, each subband is partitioned in

code-blocks. Each code-block Bi can be truncated at the end of each coding pass, giving

N different truncation points referred to as nj, 0 ≤ j < N and referring the bit-rate of

each truncation point of the code-block Bi as R
nj

i , R
nj

i ≤ R
nj+1

i . When the distortion is

measured in terms of MSE, the distortion of the code-block Bi at the truncation point nj is

referred to as D
nj

i and may be calculated as

D
nj

i = w2
bi

∑

k∈Bi

(y[k]− ŷnj [k])2

where ŷnj [k] denotes the coefficients quantized at the truncation point nj , y[k] represents

the original coefficients of code-block Bi and wbi
stands for the L2norm of the subband bi

where the code-block Bi belongs.

Considering that the total distortion of the image is an additive metric, calculated as

D =
∑

i D
nj

i , and that the total bit-rate of the code-stream is given by R =
∑

i R
nj

i , we can

approach the rate-distortion optimization problem as a generalized Lagrange multiplier for

a discrete set of points [30] as follows: {nλ
j } stands for the set of truncation points which

minimizes

(D(λ) + λR(λ)) =
∑

i

(D
nλ

j

i + λR
nλ

j

i )

where λ is the Lagrange multiplier. That value of λ which minimizes this expression yield-

ing R(λ) = Rmax represents the optimal solution to the rate-distortion optimization prob-

lem, being {nλ
j } the set of optimal truncation points for that Rmax.

Note that this rate-distortion optimization method needs to collect some information

during the encoding of each coding pass. In particular, it needs the distortion and bit-rate

of every truncation point of every code-block, referred to as D
nj

i and R
nj

i respectively, in
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order to calculate the rate-distortion slope, given by S
nj

i = △D
nj

i /△R
nj

i where △D
nj

i =

D
nj−1

i −D
nj

i and△R
nj

i = R
nj

i −R
nj−1

i . The achievement of the optimal solution through the

Lagrange multiplier compels to select only those truncation points that lie in the convex hull,

i.e. those truncation points with strictly decreasing rate-distortion slope. The truncation

point nj+1 with S
nj+1

i ≤ S
nj

i is not a feasible truncation point and must never be selected.

Figure 3.1 depicts the feasible truncation points of one code-block lying in the convex hull.

The search of the optimal truncation points can be calculated as follows: if Nj denotes

the complete set of feasible truncation points and jk is the enumeration of these feasible

truncation points with rate-distortion slopes Sjk satisfying Sjk < Sjk+1 , the determination

of {nλ
j } is simplified to nλ

j = max{jk ∈ Nj|S
jk > λ} for some value of λ.

Figure 3.1: The convex hull.

Although this method gives the optimal solution for R(λ) = Rmax, when R(λ) 6= Rmax

the set of points {nλ
j } might be non optimal. However it is still a good approximation and

it is usually given as the optimal solution to the optimization problem. It is worth noting

that this approach benefits from the fact that the sample data coding of each code-block
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produces a dense set of feasible truncation points1 that can approximate fairly well the

optimal solution. Besides, implementations should also take into account that the packet

headers and main headers fill some bytes. The length of the latter can be easily estimated,

but the length of the former can only be calculated once {nλ
j } is determined. However,

this difficulty can be overcome by experimental estimations and/or recalculating {nλ
j } if

the bit-rate is widely exceeded.

Summarizing, the PCRD method is applied in two steps: the first one uses the distortion

contribution and the bit-rate of each coding pass to calculate the set of feasible truncation

points of code-blocks. The second step uses the generalized Lagrange multiplier to estimate

the optimal set of truncation points for a target bit-rate. This process approximates the op-

timal solution and has a low computational complexity. However, the original formulation

of the PCRD method described in EBCOT [93] applies the Lagrange multiplier once the

complete image is encoded, i.e. it compels to encode all coding passes of all code-blocks,

even if the target bit-rate is so small that, in the final code-stream, only few coding passes

are included. This is the only drawback of the optimal PCRD method, which in some

cases might become meaningful. Taubman himself proposed a solution in [95], which is

discussed in the following section. Almost all the new rate control methods, including the

methods we propose in this thesis, also optimize this issue.

3.1.3 Other rate control methods

We have found twenty-four rate control methods related to JPEG2000 in the literature,

published in the last five years. It is not easy to classify and assess the performance of all

of them because each one is focused on different parts of the optimization problem, and it

is not easy to set global categories which define them perfectly. Besides, their experimental

results are performed using different image corpora, different JPEG2000 implementations

and even different coding parameters. To perform a comparison among them is undoubtedly

not easy. However, we consider this classification and comparison absolutely necessary in

1In Section 4.2 this fact is corroborated with the experimental result of Table 4.1 –page 90–.
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order to review the state-of-the-art and to assess, in some way, the contribution of each one.

Fourteen of the twenty-four rate control methods are directly related with our research,

and although the other ten methods are also related to rate control, their purposes are far

away from ours and their results can not be compared with the results obtained in this thesis.

The fourteen methods directly related with our research are classified in three categories,

which roughly describe the type of technique used to perform the rate control. In some

cases, a method could be classified in more than one category. When possible, the remain-

ing ten methods not directly related with this research are classified in these categories;

since this is not always possible, three new categories are proposed. The following items

summarize all these categories:

• Directly related with our research

– Deterministic: methods that use distortion measures based on the original im-

age. These measures are used by a PCRD like method to asses the rate-distortion

of each coding pass of code-blocks.

– Model-based: methods based on some theoretical model that characterizes the

rate-distortion contributions of the truncation points. The model is used before

or during the sample data coding stage to predict the coding passes that are

likely to be included in the final code-stream.

– Quantized: methods based on the calculation of adequate step sizes for each

subband in order to attain a target bit-rate.

• Not directly related with our research

– Tiling: methods that address the bit-rate optimization problem for the use of

tiles.

– Source-channel: methods focused on the source-channel encoding and rate con-

trol.
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– Opt-Lagrange: methods focused on the search of the set of optimal truncation

points using approaches different from the generalized Lagrange multiplier.

The purpose of this classification is to give an approximation of how the rate control is

performed in each method. In addition, we also consider some features of the methods that

point out the most important advantages and disadvantages of each one. The explanation

of the considered features is given in Table 3.1.

Table 3.1: Features considered for the evaluation of each rate control method.

• LAYERS CONSTRUCTION: yes if the method allows the construction of quality layers

implicitly; no otherwise. If the rate control method does not allow the construction of quality

layers, implementations need to allow their construction in some other way.

• ANY DISTORTION MEASURE: yes if the method can optimize the distortion using a

different measure than the MSE; no otherwise.

• INCREMENTAL ENCODING: yes when the encoding of each code-block is not performed

at once, meaning that the whole image, as well as some information related to the MQ-coder,

needs to be maintained in memory; no otherwise.

• DISTORTION MEASURES BASED ON THE ORIGINAL IMAGE: yes if the method

uses distortion measures based on the original image; no otherwise. When the distortion mea-

sures might be extracted from the code-stream, meaning that the original image is indeed not

needed, we write dec in this feature.

• USE IN THE DECODER: yes if the method could also be used to control the rate-distortion

once the code-stream is already encoded without needing to decode it; no otherwise. See

Section 4.1 –page 83– for a further explanation of this feature.

• QUALITY/BIT-RATE OPTIMIZATION: qual if the method only allows the optimization

of the quality for a target bit-rate, bit when it only allows the optimization of the bit-rate for a

target quality and both when it allows both optimizations.

• COMPUTATIONAL COMPLEXITY REDUCTION: yes if the method does not compel

to encode all the coding passes of all code-blocks; no otherwise.

We have considered two types of experimental results for the fourteen methods directly

related with this research: the coding performance and the speed-up. The coding perfor-

mance is considered in terms of MSE since it is the most common distortion measure used

in the literature. We denote, for instance, 0.1 dB worse than the optimal PCRD method

just as 0.1. The speed-up is calculated as follows: TPCRD/Tmethod where TPCRD means the
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time taken by the sample data coding stage when encoding the full image (i.e., all coding

passes of all code-blocks are encoded), like the PCRD does, and Tmethod is the time that

the proposed method takes by the sample data coding stage. In some cases, the authors

do not specify the time but the number of encoded symbols, although both types of results

have been considered equivalent. The coding parameters, image corpus, implementation

and type of results (extracted from a graphic or from a table) are also specified.

A classification of JPEG2000 rate control methods similar to the one presented in this

section is found in [116], distinguishing between content-adaptive and model-based rate

control methods, where content-adaptive means that the rate control methods use distor-

tion measures based on the original image (equivalent to our deterministic category) and

model-based means the same as our category. In [103] there is a comparison of the coding

performance and the speed-up among some of the rate control methods reviewed here.

When the authors do not name the proposed rate control method, we use the last name

of the first author to identify it. When a method is described in more than one paper, we

emphasize in bold font the reference that has been used for the results extraction and the

summary.
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1. NAME: Post Compression Rate-Distortion optimization (PCRD)

PAPER/S: [92] October 1999, [93] July 2000

CLASS.: deterministic

EXPLANATION

This method is explained in Section 3.1.2.

FEATURES

LAYERS CONSTRUCTION: yes ANY DIST. MEAS.: yes

INCREMENTAL ENCODING: no DIST. MEAS. OR. IMAGE: yes

USE IN THE DECODER: no QUALITY/BIT-RATE OPT.: both

COMP. COMP. REDUCTION: no

RESULTS

Sub-optimal results in terms of coding performance (considered optimal).

The remaining rate control methods are compared to PCRD (in terms of coding performance and computa-

tional complexity).

2. NAME: M-SWRC, M-EWRC

PAPER/S: [32] December 2000, [51] January 2005

CLASS.: deterministic

EXPLANATION

The main contribution of the these rate control methods is the achievement of uniform

quality within all the components of an image. The methods address the optimization

problem from the point of view of constrained resource devices, in particular from the

on-board processing of hyper-spectral images. The proposed coding system carries out the

encoding process to the so-called scan elements independently. Rather than using tiles, the

scan elements are made up with an specified number of image lines. All the stages of the

JPEG2000 core coding system are performed to each scan element, including the wavelet

transform, that uses a line-based processing. Once the scan element is encoded, it is added

to a rate control buffer and, after the number of specified scan elements are encoded, this
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buffer sends out a quality layer using a smart rate allocation strategy based on the rate-

distortion slope of each scan element. The proposed coding system has a high flexibility,

allowing the specification of the scan element size, the buffer size, the number of quality

layers, the desired rate-distortion slope for each quality layer, etc. The main difference

between both methods is that M-EWRC enhances the rate allocation strategy using an extra

buffer. This rate control method has also been applied in motion JPEG2000 [24].

FEATURES

LAYERS CONSTRUCTION: yes ANY DIST. MEAS.: yes

INCREMENTAL ENCODING: no DIST. MEAS. OR. IMAGE: yes

USE IN THE DECODER: no QUALITY/BIT-RATE OPT.: both

COMP. COMP. REDUCTION: yes

NO RELATED RESULTS

3. NAME: Masuzaki

PAPER/S: [65] May 2002, [64] June 2002

CLASS.: model-based

EXPLANATION

This method groups the subbands provided by the Mallat decomposition in two subband

groups for each resolution level, referred to as Gk,0 = {HLk, LHk} and Gk,1 = {HHk} (k

denotes the decomposition level), whereas subband LL is considered as a separate group.

Experimentally, the authors relate the number of coding passes included in each one of these

groups with the PSNR obtained at different target bit-rates. They conclude that the relation

can be roughly expressed using a linear equation, which is used to predict the number of

coding passes for each subband group at a specified bit-rate before starting the encoding

process. Besides, while the encoding process is performed, the proposed algorithm updates

the estimation in order to better estimate the number of needed coding passes for each

subband group.
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FEATURES

LAYERS CONSTRUCTION: no ANY DIST. MEAS.: no

INCREMENTAL ENCODING: no DIST. MEAS. OR. IMAGE: no

USE IN THE DECODER: yes QUALITY/BIT-RATE OPT.: qual

COMP. COMP. REDUCTION: yes

RESULTS

IMPLEMENTATION: VM 9.1 RESULTS: graphic

CORPUS: not specified

CODING PARAMETERS: not specified (assumed lossy compression)

CODING PERFORMANCE

for all bit-rates ∼1

SPEED-UP (average)

0.5 bps - 3.4

4. NAME: Minimal Slope Discarding (MSD)

PAPER/S: [17] June 2002, [18] May 2003

CLASS.: deterministic

EXPLANATION

The main idea behind the proposed method is to relate the rate-distortion slope of cod-

ing passes with the bit-rate. This relation is calculated jointly in the encoding process using

a table with 2J entries, each one representing a rate-distortion slope value. When the en-

coding of each coding pass is performed, the number of bytes for each rate-distortion slope

is accumulated in the corresponding entry of the table. Then, for each code-block, the en-

coding is stopped when the accumulated bytes of the current rate-distortion slope is higher

than the target bit-rate. Although the first code-blocks need to be encoded completely, the

more code-blocks are encoded, the less number of coding passes are needed to encode for

the remaining code-blocks and, therefore, the computational complexity is reduced. The

main drawback of this method is that the target bit-rate cannot be precisely attained without

using large tables, which is not recommended by the authors.
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FEATURES

LAYERS CONSTRUCTION: yes ANY DIST. MEAS.: yes

INCREMENTAL ENCODING: no DIST. MEAS. OR. IMAGE: yes

USE IN THE DECODER: no QUALITY/BIT-RATE OPT.: both

COMP. COMP. REDUCTION: yes

RESULTS

IMPLEMENTATION: VM 7.2 RESULTS: table

CORPUS: Lena, Pepper, Jet, Baboon

CODING PARAMETERS: 9/7 DWT 5 levels. Lossy compression. Targeted bit-rates.

CODING PERFORMANCE (worst / best / average)

0.0625 bps - 0.017 / -0.001 / 0.0 0.5 bps - 0.035 / 0.0 / 0.0

0.125 bps - 0.11 / 0.006 / 0.03 1 bps - 0.035 / 0.0 / 0.0

0.25 bps - 0.016 / -0.019 / 0.0

SPEED-UP (min / max / average)

0.0625 bps - 5.8 / 8.6 / 7.5 0.5 bps - 1.7 / 2.7 / 1.92

0.125 bps - 4 / 6.6 / 5.12 1 bps - 1.17 / 1.6 / 1.27

0.25 bps - 2.4 / 4.3 / 3.08

5. NAME: Long

PAPER/S: [59] June 2002, [91] June 2002

CLASS.: quantized + deterministic

EXPLANATION

The authors discuss how to improve the lossy coding performance when using the 5/3

filter-bank by proposing a slightly modified measure based on the L2norm, which increases

the weight of the lower subbands. Since lossless compression can not use floating point pro-

cessing, weights are rounded to the nearest integer, in the same way proposed in [14]. When

this method is compared to the use of the L2norm to weight each subband, improvements

of more than 1 dB are achieved. The authors also claim that the method could be extended

to the 9/7 filter-bank in order to improve the coding performance of JPEG2000. However,

the calculations of the modified L2norm are the same as in [76]. Since this method just

modifies the subband weight, the PCRD must also be applied.
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FEATURES

LAYERS CONSTRUCTION: no ANY DIST. MEAS.: no

INCREMENTAL ENCODING: no DIST. MEAS. OR. IMAGE: no

USE IN THE DECODER: no QUALITY/BIT-RATE OPT.: qual

COMP. COMP. REDUCTION: no

NO RELATED RESULTS

6. NAME: Kakadu

PAPER/S: [95] July 2002

CLASS.: deterministic + model-based

EXPLANATION

The proposed method uses the PCRD approach to achieve the optimal results (in terms

of MSE or the desired quality measure) but, instead of encoding all the coding passes of

all code-blocks, a prediction that only encodes those coding passes that are likely to be

included in the final code-stream is used. The method has two steps: the first one collects

statistics related with the rate-distortion slope from the already encoded code-blocks, and

the second step is executed at the end of each coding pass in order to decide whether it is

necessary to continue encoding or not, using the statistical information of the first step. The

statistical information and the way in which the prediction is performed are not explained,

although it is said that a conservative strategy is used to achieve optimal results. Details of

the method can be found in the source code of Kakadu.

FEATURES

LAYERS CONSTRUCTION: yes ANY DIST. MEAS.: yes

INCREMENTAL ENCODING: no DIST. MEAS. OR. IMAGE: yes

USE IN THE DECODER: no QUALITY/BIT-RATE OPT.: both

COMP. COMP. REDUCTION: yes

RESULTS

IMPLEMENTATION: Kakadu RESULTS: table

CORPUS: Bicycle
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CODING PARAMETERS: not specified (assumed lossy compression)

CODING PERFORMANCE

optimal results

SPEED-UP (average)

0.25 bps - 5.3 1 bps - 2.38

0.5 bps - 3.63 2 bps - 1.64

7. NAME: Battiato

PAPER/S: [13] August 2002

CLASS.: tiling

EXPLANATION

The proposed rate control method is devised for the optimization of the image quality

when encoding using tiles. The method performs two steps: the first one classify each tile

depending on its features. In this step, two edge-detection filters are used in order to classify

the tile in one of four possible categories (plain, edge, texture or unknown). The second

step assigns a number of credits to each tile depending on its classification and on simple

energy measures, in order to calculate its weight. The tile weights are used to determine a

bit-rate for each tile, achieved with the PCRD method. The proposed method is compared

to the calculation of the tile bit-rates just dividing the overall bit-rate by the number of tiles,

although only visual results are reported.

NO RELATED RESULTS

8. NAME: Parisot

PAPER/S: [69] September 2002, [67] September 2002, [68] September 2002

CLASS.: quantized

EXPLANATION

The proposed rate control method is based on the estimation of an optimal step size

for each subband, which can be determined depending on a target bit-rate or on a target
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MSE. The estimation is based on a theoretical model and on statistical information and

is performed before starting the encoding. Once the step size is set, the quantization and

encoding process are performed straightforward, without needing any post compression

rate-distortion stage at the end of the encoding process. It is worth noting that the proposed

method is not tested within the JPEG2000 framework, but using the bit plane coder defined

in EBCOT.

FEATURES

LAYERS CONSTRUCTION: no ANY DIST. MEAS.: no

INCREMENTAL ENCODING: no DIST. MEAS. OR. IMAGE: yes

USE IN THE DECODER: no QUALITY/BIT-RATE OPT.: both

COMP. COMP. REDUCTION: yes

RESULTS

IMPLEMENTATION: own, VM 8.6 RESULTS: table

CORPUS: Lena, Goldhill, Hotel

CODING PARAMETERS: 9/7 DWT 3 levels. Lossy compression. Targeted bit-rates.

CODING PERFORMANCE (worst / best / average)

0.25 bps - 0.1 / -0.14 / 0.0 1 bps - 0.11 / -0.11 / 0.0

0.5 bps - 0.13 / -0.12 / -0.01 2 bps - 0.6 / 0.12 / 0.31

SPEED-UP

not specified

9. NAME: IREC, E-IREC

PAPER/S: [115] September 2002, [114] March 2004, [116] May 2006

CLASS.: deterministic

EXPLANATION

Two rate control methods are presented: the GHRaC and the IREC. The purpose of

GHRaC is to optimize the computational complexity of the PCRD by replacing the use of

the generalized Lagrange multiplier by a greedy marginal analysis. The presented greedy

algorithm uses a d-heap structure in order to optimize the number of iterations needed to

find the solution of the rate-distortion optimization problem. The main idea behind this
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method is to select one by one the best truncation points among all the code-blocks. IREC

is based on two assumptions: the first one is that the GHRaC method only needs the im-

mediately subsequent feasible truncation point of each code-block, but not all of them. The

second assumption is based on statistical information and states that, in general, feasible

truncation points only include one or, at most, two or three consecutive coding passes.

Thanks to these assumptions, the IREC local-K method starts encoding K coding passes

for all the code-blocks and calculating their rate-distortion slope as well as the feasible trun-

cation points; then GHRaC determines the next truncation point to be included in the final

code-stream and, for that code-block, are encoded K − j coding passes, where j stands for

the number of coding passes included in the current feasible truncation point. This process

is repeated until the specified bit-rate is achieved. The IREC algorithm is further improved

if, instead of coding K coding passes for all code-blocks, the rate-distortion slope is esti-

mated before starting the encoding. This modification is called E-IREC. Here, the analysis

of these methods only considers the E-IREC approach, since it gives the best results.

FEATURES

LAYERS CONSTRUCTION: yes ANY DIST. MEAS.: yes

INCREMENTAL ENCODING: yes DIST. MEAS. OR. IMAGE: yes

USE IN THE DECODER: no QUALITY/BIT-RATE OPT.: both

COMP. COMP. REDUCTION: yes

RESULTS

IMPLEMENTATION: Jasper RESULTS: graphic

CORPUS: Baboon, Barbara, Lena, Fruits

CODING PARAMETERS: 9/7 DWT 4 levels, 32x32 code-blocks. Lossy compression. Targeted

bit-rates.

CODING PERFORMANCE

optimal results

SPEED-UP (min / max / average)

0.0625 bps - 12 / 16 / 14 0.5 bps - 2 / 3 / 2.5

0.125 bps - 5 / 9 / 7.5 1 bps - 1 / 1.5 / 1.25

0.25 bps - 3 / 5 / 4 2 bps - 1 / 1 / 1
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10, 11, 12. NAME: SBRA, PSRA, PSOT

PAPER/S: [113] April 2003, [112] July 2003, [111] September 2003, [110] March 2005

CLASS.: deterministic, model-based + deterministic, deterministic

EXPLANATION

Successive Bit-plane Rate Allocation (SBRA)

SBRA uses a slightly modified rate-distortion slope measure in order to determine which

coding passes are likely to be included in the final code-stream. The main advantage of

this method is that, thanks to the smart theoretical approach presented, the selection of the

coding passes that have to be encoded is performed at the encoding time of each code-block

independently and without needing to compare rate-distortion slopes among different code-

blocks. This does not compel to maintain the whole image in memory when the encoding

process is carried out. One feature of the method is that it uses the bit-plane boundaries to

calculate rate-distortion slope measures and to determine if more coding passes are needed

for that code-block. The main drawback of SBRA is that the target bit-rate can not be

perfectly attained, although it is well approximated.

Priority Scanning Rate Allocation (PSRA)

The main assumption used in this method is that the probability of a coding pass to be

included in the final code-stream is directly related with the bit-plane where it is situated,

being the highest bit-planes those ones that contain the coding passes with a higher prob-

ability to be included in the final code-stream. The coding passes are encoded from the

highest to the lowest bit-plane, encoding all the coding passes situated at the same level

until the lowest bit-plane is reached or the target bit-rate is achieved. The rate-distortion

slope is calculated at the end of each coding pass, and it is used at the last step of the algo-

rithm to discard those code-blocks with the smallest rate-distortion slopes, attaining almost

perfectly the target bit-rate.

Priority Scanning with Optimal Truncation (PSOT)

The main idea behind this method is the same as in PSRA but the goal here is to achieve the
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optimal solution. The method does exactly the same as PSRA except for the last step. PSRA

stops encoding when the accumulated bit-rate is greater than the target bit-rate and then

some coding passes are discarded, starting from that with the smallest rate-distortion slope

value Smin, to better attain the target bit-rate. Instead of stop encoding, PSOT continues

encoding after exceeding the target bit-rate in order to encode all the coding passes of all

code-blocks until their coding passes have a rate-distortion slope equal or less than Smin.

Then the generalized Lagrange multiplier is applied to select the optimal set of truncation

points. Note that although pathological cases may cause different solutions for PCRD and

PSOT, this method usually achieves the same solution as PCRD.

RESULTS

IMPLEMENTATION: Jasper RESULTS: graphic

CORPUS: Lena, Barbara, Goldhill, Boat, Mandrill, Peppers, Zelda, Aerial2, Bicy-

cle, Cafeteria, Chart, Mat, Target, Tools, Portrait

CODING PARAMETERS: 9/7 DWT 5 levels, 64x64 code-blocks. Lossy compression. Targeted

bit-rates.

SBRA

FEATURES

LAYERS CONSTRUCTION: yes ANY DIST. MEAS.: yes

INCREMENTAL ENCODING: no DIST. MEAS. OR. IMAGE: yes

USE IN THE DECODER: no QUALITY/BIT-RATE OPT.: both

COMP. COMP. REDUCTION: yes

CODING PERFORMANCE (average)

0.0625 bps - 0.29 0.25 bps - 0.48 1 bps - 0.52

0.125 bps - 0.42 0.5 bps - 0.52

SPEED-UP (average)

0.0625 bps - 16 0.25 bps - 6.75 1 bps - 2.8

0.125 bps - 9 0.5 bps - 3.6

PSRA

FEATURES

LAYERS CONSTRUCTION: yes ANY DIST. MEAS.: no

INCREMENTAL ENCODING: yes DIST. MEAS. OR. IMAGE: yes

USE IN THE DECODER: no QUALITY/BIT-RATE OPT.: qual
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COMP. COMP. REDUCTION: yes

CODING PERFORMANCE (average)

0.0625 bps - 0.28 0.25 bps - 0.18 1 bps - 0.12

0.125 bps - 0.22 0.5 bps - 0.15

SPEED-UP (average)

0.0625 bps - 16 0.25 bps - 6.75 1 bps - 2.8

0.125 bps - 9 0.5 bps - 3.6

PSOT

FEATURES

LAYERS CONSTRUCTION: yes ANY DIST. MEAS.: no

INCREMENTAL ENCODING: yes DIST. MEAS. OR. IMAGE: yes

USE IN THE DECODER: no QUALITY/BIT-RATE OPT.: qual

COMP. COMP. REDUCTION: yes

CODING PERFORMANCE

optimal results

SPEED-UP (average)

0.0625 bps - 6.75 0.25 bps - 2.75 1 bps - 1.5

0.125 bps - 4.5 0.5 bps - 2.16

13. NAME: Wu

PAPER/S: [108] March 2003

CLASS.: source-channel

EXPLANATION

This paper addresses the transmission of JPEG2000 code-streams over noisy channels.

A hybrid optimization rate allocation method is proposed that uses the coding variations

of JPEG2000 related with error resilience and some of the capabilities of the code-stream

organization. Although other codes could be used, results for convolutional codes and turbo

codes are provided, achieving close to optimal results.

NO RELATED RESULTS
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14. NAME: Ardizzone

PAPER/S: [7] September 2003

CLASS.: tiling

EXPLANATION

The main goal of the proposed rate control method is to optimize the coding perfor-

mance when encoding with tiles. The authors state that, when using tiles, it is usual to

divide the desired bit-rate by the number of tiles of the image, and then encode each tile at

that resulting bit-rate. The proposed method calculates a factor which expresses the infor-

mative content of each tile. Using this factor, a bit-rate for each tile is estimated, achieving

better results than when using the traditional approach.

FEATURES

LAYERS CONSTRUCTION: yes ANY DIST. MEAS.: yes

INCREMENTAL ENCODING: no DIST. MEAS. OR. IMAGE: yes

USE IN THE DECODER: no QUALITY/BIT-RATE OPT.: both

COMP. COMP. REDUCTION: no

NO RELATED RESULTS

15. NAME: Teerapat

PAPER/S: [80] October 2003

CLASS.: deterministic + model-based

EXPLANATION

The proposed method is based on the estimation of the scanning order followed by the

encoding process of an image. This scanning order is experimentally determined by the

observation of the PCRD. The algorithm first encodes all coding passes of all code-blocks

which have some coefficients with magnitude bit-planes higher than 7 and then it finishes

the encoding by using the predefined scanning order. Once the target bit-rate is attained,

this method encodes n bit-planes further and, at the end, the PCRD is executed to finely
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select those truncation points included in the final code-stream.

FEATURES

LAYERS CONSTRUCTION: no ANY DIST. MEAS.: no

INCREMENTAL ENCODING: yes DIST. MEAS. OR. IMAGE: yes

USE IN THE DECODER: no QUALITY/BIT-RATE OPT.: qual

COMP. COMP. REDUCTION: yes

RESULTS

IMPLEMENTATION: Jasper RESULTS: table

CORPUS: Lena, Baboon, Barbara

CODING PARAMETERS: not specified (assumed lossy compression)

CODING PERFORMANCE (average)

0.1 bps - 0.2 1 bps - 0.05

(not clear, bps seems displaced)

SPEED-UP

not specified

16. NAME: SECM, SINC

PAPER/S: [4] December 2003, [5] March 2005

CLASS.: opt-Lagrange

EXPLANATION

Two different methods focused on the optimization of the generalized Lagrange mul-

tiplier are proposed. They do not need to compute the slopes of the rate-distortion curves

for each code-block since the rate-distortion curves are estimated using a model. This esti-

mation only needs the distortion contribution of each coding pass. Once the estimation of

all code-blocks is performed, each curve is classified in either significant or not, in order

to process only the significant curves when selecting the best coding passes included in the

final code-stream. Although SINC method is a slightly simplified version of SECM, both

methods share the same basis in their development.
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FEATURES

LAYERS CONSTRUCTION: yes ANY DIST. MEAS.: no

INCREMENTAL ENCODING: no DIST. MEAS. OR. IMAGE: yes

USE IN THE DECODER: no QUALITY/BIT-RATE OPT.: both

COMP. COMP. REDUCTION: no

NO RELATED RESULTS

17. NAME: Chang

PAPER/S: [19] January 2004

CLASS.: deterministic

EXPLANATION

A rate control method focused on the optimization of the bit-rate for a target quality, i.e.

distortion constraint, is proposed. The main idea behind it is to compute the rate-distortion

slope of the wavelet coefficients quantized at every coding pass before the actual encoding.

This computation is efficiently performed just distinguishing significant from refinement

bits at each bit-plane, computing the distortion contribution of each coefficient and saving

these computations for each code-block. Then, it is easy to determine which coding passes

have to be encoded for each code-block and, therefore, the sample data coding stage just

encodes those coding passes that are included in the final code-stream.

FEATURES

LAYERS CONSTRUCTION: no ANY DIST. MEAS.: no

INCREMENTAL ENCODING: no DIST. MEAS. OR. IMAGE: yes

USE IN THE DECODER: no QUALITY/BIT-RATE OPT.: bit

COMP. COMP. REDUCTION: yes

NO RELATED RESULTS

18. NAME: Qin

PAPER/S: [75] June 2004
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CLASS.: deterministic + model-based

EXPLANATION

An study of the rate-distortion curve of code-blocks is presented. The purpose of this

study is to estimate the rate-distortion curve using less calculations and less memory con-

sumption than the one needed with the PCRD method. This is achieved modeling the

rate-distortion curve of code-blocks with statistical information of 20 images. This model

concludes that the number of significant and refinement bits at each bit-plane is enough to

fairly estimate the rate-distortion curve of each code-block. Although it is not explicitly

explained, it seems that once the curve of every code-block are estimated, the PCRD is

executed over these curves.

FEATURES

LAYERS CONSTRUCTION: yes ANY DIST. MEAS.: no

INCREMENTAL ENCODING: no DIST. MEAS. OR. IMAGE: dec

USE IN THE DECODER: no QUALITY/BIT-RATE OPT.: both

COMP. COMP. REDUCTION: no

RESULTS

IMPLEMENTATION: Jasper RESULTS: table

CORPUS: Lossy: Barbara, Goldhill / Lossless: Lena, Peppers, Canyon

CODING PARAMETERS: 9/7 DWT. Lossy compression. Targeted bit-rates. 5/3 DWT. Lossless

compression. Targeted bit-rates.

LOSSY CODING PERFORMANCE (worst / best / average)

0.1 bps - 0.17 / 0.12 / 0.145 1 bps - 0.27 / 0.18 / 0.225

0.3 bps - 0.2 / 0.1 / 0.1 2 bps - 0.01 / 0.13 / 0.07

0.5 bps - 0.24 / 0.12 / 0.17

LOSSLESS CODING PERFORMANCE (worst / best / average)

0.1 bps - -0.15 / -0.31 / 0.24 1 bps - 0.11 / 0.04 / 0.07

0.3 bps - 0.13 / 0.06 / 0.08 2 bps - 0.13 / 0.06 / 0.08

0.5 bps - 0.14 / 0.05 / 0.1

SPEED-UP

not specified
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19. NAME: Du

PAPER/S: [26] November 2004

CLASS.: deterministic

EXPLANATION

The proposed method uses an encoding order based on the number of bit-planes of each

code-block. It starts encoding those code-blocks which have more magnitude bit-planes,

assuming that the higher the bit-plane is, higher is the probability to include their coding

passes in the final code-stream. To reduce the computational complexity of the sample data

coding stage, at the end of each coding pass the rate-distortion slope is calculated and, when

the target bit-rate is attained, the smallest rate-distortion slope of all encoded code-blocks is

considered as a threshold. The encoding of the remaining code-blocks only considers those

coding passes with rate-distortion slopes greater than the current threshold and, obviously,

the threshold rate-distortion slope and bit-rate is updated at the end of each coding pass

encoding to further reduce the number of encoded coding passes.

FEATURES

LAYERS CONSTRUCTION: no ANY DIST. MEAS.: yes

INCREMENTAL ENCODING: no DIST. MEAS. OR. IMAGE: yes

USE IN THE DECODER: no QUALITY/BIT-RATE OPT.: both

COMP. COMP. REDUCTION: yes

RESULTS

IMPLEMENTATION: not specified

RESULTS: graphic (coding performance) table (speedup)

CORPUS: Lena, Baboon

CODING PARAMETERS: 9/7 DWT. Lossy compression. Targeted bit-rates.

CODING PERFORMANCE

optimal results

SPEED-UP (min / max / average)

0.0625 bps - 7.5 / 8.8 / 8.15 0.5 bps - 1.8 / 2.7 / 2.25

0.125 bps - 5.4 / 6.7 / 6.05 1 bps - 1.2 / 1.7 / 1.45

0.25 bps - 2.9 / 4.5 / 3.7
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20. NAME: Vikram

PAPER/S: [103] January 2005

CLASS.: deterministic + model-based

EXPLANATION

This rate control method uses the Lagrange multiplier to find the optimal solution to the

rate-distortion optimization problem. However the Lagrange multiplier selects the coding

passes included in the final code-stream before the actual encoding thanks to a model of

the rate-distortion slope of the coding passes. This model is the main contribution of the

method: the decrement in distortion and increment in bit-rate is computed for each coding

pass using the original image, through the number of significant and refinement bits at each

bit-plane. The main drawback of the method is that the target bit-rate can not be attained

precisely, since the model produce variations of 5% when estimating the actual bit-rate of

the final code-stream.

FEATURES

LAYERS CONSTRUCTION: yes ANY DIST. MEAS.: no

INCREMENTAL ENCODING: no DIST. MEAS. OR. IMAGE: dec

USE IN THE DECODER: no QUALITY/BIT-RATE OPT.: both

COMP. COMP. REDUCTION: yes

RESULTS

IMPLEMENTATION: Jasper RESULTS: table

CORPUS: Mountain, Baboon, Lena, Boy, Church

CODING PARAMETERS: 9/7 DWT 3 levels, 32x32 code-blocks. Lossy compression. Targeted

bit-rates.

CODING PERFORMANCE (average bit-rate variation / average PSNR)

0.0625 bps - 2.9% / 0.07 0.25 bps - 3.1% / 0.13

0.125 bps - 2.5% / 0.05 0.5 bps - 2.7% / 0.12

SPEED-UP (min / max / average)

0.0625 bps - 23.8 / 16 / 19 0.25 bps - 10.6 / 5.9 / 8.4

0.125 bps - 16.4 / 10.1 / 13.3 0.5 bps - 6.4 / 3.3 / 5
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21. NAME: MEPRD

PAPER/S: [49] January 2005

CLASS.: deterministic

EXPLANATION

The proposed rate control method performs the sample data coding stage and the rate

control simultaneously. This is carried out calculating the rate-distortion slope at the encod-

ing of each coding pass and then selecting the next coding pass to be encoded depending

on the rate-distortion slope value of all code-blocks (i.e. the code-block with the greatest

rate-distortion slope is selected). Note that this method does not consider the feasible trun-

cation points, allowing the selection of truncation points which do not lie in the convex

hull, although the authors claim that this does not penalize the coding performance when

compared to the optimal PCRD method.

FEATURES

LAYERS CONSTRUCTION: yes ANY DIST. MEAS.: yes

INCREMENTAL ENCODING: yes DIST. MEAS. OR. IMAGE: yes

USE IN THE DECODER: no QUALITY/BIT-RATE OPT.: both

COMP. COMP. REDUCTION: yes

RESULTS

IMPLEMENTATION: own RESULTS: table

CORPUS: Army, Cathedral, Chimp, Town

CODING PARAMETERS: 5/3 DWT 3 levels, 32x32 code-blocks. Lossless compression. Targeted

bit-rates.

CODING PERFORMANCE

optimal results

SPEED-UP FOR THE COMPLETE ENCODING (min / max / average)

0.0625 bps - 1.95 / 2.1 / 2 0.5 bps - 1.05 / 1.27 / 1.1

0.125 bps - 1.6 / 1.65 / 1.6 0.75 bps - 1 / 1.02 / 1

0.25 bps - 1.25 / 1.32 / 1.27 2 bps -

SPEED-UP OF THE SAMPLE DATA CODING STAGE (min / max / average)
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(considering the sample data coding stage a 65% of the whole encoding process)

0.0625 bps - 4 / 5.15 / 4.3 0.5 bps - 1.08 / 1.48 / 1.16

0.125 bps - 2.4 / 2.54 / 2.3 0.75 bps - 1 / 1.03 / 1

0.25 bps - 1.4 / 1.6 / 1.5

22. NAME: Chebil

PAPER/S: [20] January 2006

CLASS.: model-based + deterministic

EXPLANATION

A model-based method that discards some of the lowest bit-planes before starting the

encoding is presented. The discarding is based on three parameters: target bit-rate (low,

medium, high), image resolution, and image type (edge, texture, plain). Based on these

measures, some bit-planes of each subband are discarded, reducing the computational com-

plexity. Once the encoding is performed, the optimal PCRD method is applied.

FEATURES

LAYERS CONSTRUCTION: no ANY DIST. MEAS.: no

INCREMENTAL ENCODING: no DIST. MEAS. OR. IMAGE: no

USE IN THE DECODER: no QUALITY/BIT-RATE OPT.: qual

COMP. COMP. REDUCTION: yes

NO RELATED RESULTS

23. NAME: Liu

PAPER/S: [58] July 2006

CLASS.: deterministic

EXPLANATION

Rather than to optimize the quality for a target bit-rate, this paper is focused on the opti-

mization of the bit-rate for a target quality, and also reducing the computational complexity

of the coder. The purpose of the research is to obtain a qualitative measure which fairly

identifies the perceptual quality of an image. The developed method uses a vision model
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based on the human vision perception and on distortion metrics. Besides, the method re-

duces the computational complexity of the coder thanks to the identification of those coding

passes that have to be encoded.

FEATURES

LAYERS CONSTRUCTION: yes ANY DIST. MEAS.: yes

INCREMENTAL ENCODING: no DIST. MEAS. OR. IMAGE: yes

USE IN THE DECODER: no QUALITY/BIT-RATE OPT.: bit

COMP. COMP. REDUCTION: yes

NO RELATED RESULTS

24. NAME: MM

PAPER/S: [50] August 2006

CLASS.: deterministic

EXPLANATION

The purpose of the presented rate control methods is to control the rate allocation of

volumetric data using low computational resources. Two methods are presented. The first

one is based on the PCRD, obtaining optimal results although the computational complexity

is highly penalized. The second method is focused on the reduction of the computational

resources used by PCRD, using a model based on the data variance of each component.

The so-called MM method reduces the computational complexity achieving near-optimal

results. The experimental results, as well as the development of the method, are devised for

a 3D meteorological data set. Part 2 of the standard is used to apply a KLT transformation

to the volumetric data.

FEATURES

LAYERS CONSTRUCTION: yes ANY DIST. MEAS.: no

INCREMENTAL ENCODING: no DIST. MEAS. OR. IMAGE: yes

USE IN THE DECODER: no QUALITY/BIT-RATE OPT.: both

COMP. COMP. REDUCTION: yes

NO RELATED RESULTS
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3.1.4 Comparison

Some of the reviewed rate control methods are similar, although they are devised from

different points of view. We would stress some of these similarities: Chang [19], Qin [75]

and Vikram [103] counts the number of significant and refinement bits at each bit-plane in

order to model the rate-distortion; MSD [17] and Du [26] use an encoding strategy pretty

similar, although Du obtains much better results than MSD; {E-}IREC [116], PSOT [110]

and MEPRD [49] use the rate-distortion slope to determine when to stop encoding.

Figure 3.2 depicts the reviewed rate control methods, classified in their categories and

in chronological order. The methods directly related with the research of this thesis are

emphasized in gray. Note that almost all of them are deterministic. This is explained

in [110] because of the difficult task to develop a general rate-distortion model that works

well for different images.

Figure 3.2: The reviewed JPEG2000 rate control methods.

Table 3.2 collects the considered features for all the reviewed rate control methods.

Almost all of them allow the construction of quality layers implicitly, however some of

them do not allow it: Parisot [67] carries out the rate control through the quantization step

sizes, and this do not allow to determine fine bit-rates to allocate quality layers; Chang [19],

Battiato [13], Teerapat [80] and Chebil [20] use methods that, although they reduce the

computational complexity of the encoding process, they still need the Lagrange multiplier
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to construct quality layers. The incremental encoding is needed only for a few methods and

its use allows the achievement of high speed-ups, although it may suppose a drawback for

implementations with memory constrained resources.

Table 3.2: Features of the reviewed rate control methods.
METHOD cat layer meas inc orig decod opt red

PCRD det yes yes no yes no both no

M-{S,E}WRC det yes yes no yes no both yes

Masuzaki pred no no no no yes qual yes

MSD det yes yes no yes no both yes

Long quant + det no no no no no qual no

Kakadu det + pred yes yes no yes no both yes

Battiato tile

Parisot quant no no no yes no both yes

{E-}IREC det yes yes yes yes no both yes

SBRA det yes yes no yes no both yes

PSRA pred + det yes no yes yes no qual yes

PSOT det yes no yes yes no qual yes

Wu channel

Ardizzone tile yes yes no yes no both no

Teerapat det + pred no no yes yes no qual yes

SECM, SINC opt-Lag yes no no yes no both no

Chang det no no no yes no bit yes

Qin det + pred yes no no dec no both no

Du det no yes no yes no both yes

Vikram det + pred yes no no dec no both yes

MEPRD det yes yes yes yes no both yes

Chebil pred + det no no no no no qual yes

Liu det yes yes no yes no bit yes

MM det yes no no yes no both yes

CPI/ROC/CoRD pred yes no yes no yes qual yes

LEGEND:
cat- category orig- DIST. MEAS. BASED ORIG. IMAGE
layer- LAYERS CONS. decod- USE IN THE DECODER
meas- ANY DIST. MEAS. opt- QUALITY/BIT-RATE OPTIMIZATION
inc- INCREM. ENCOD. red- COMPUTAT. COMPLEX. REDUC.

The use of distortion measures based on the original image is needed for almost all

methods, and note that those methods that do not use these measures usually obtain a poor

coding performance. These methods are the only ones that could be used in the decoder

in order to control the rate-distortion of already encoded code-streams, although this issue

is usually not addressed by the authors. Almost all the methods allow the rate-distortion

optimization for both a target bit-rate or a target quality and most of them reduce the com-

putational complexity.
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Table 3.3 collects the coding performance results of the reviewed methods. We only

show the average result in order to simplify the reading. Note that the rate control meth-

ods which obtain an optimal coding performance all have similar speed-ups, of about 7

at 0.0625 bps, apart from {E-}IREC [116], which obtains a speed-up of 14 at the same

bit-rate.

Table 3.3: Coding performance evaluation of the reviewed rate control methods.

coding performance speed-up

METHOD .0625 .125 .25 .5 1 2 .0625 .125 .25 .5 1

PCRD optimal 1

Masuzaki 1 3.4

MSD 0.0 0.03 0.0 0.0 0.0 7.5 5.12 3.08 1.92 1.27

Kakadu optimal 5.3 3.63 2.38

Parisot 0.0 -0.01 0.0 0.31 not specified

{E-}IREC optimal 14 7.5 4 2.5 1.25

SBRA 0.29 0.42 0.48 0.52 0.52 16 9 6.75 3.6 2.8

PSRA 0.28 0.22 0.18 0.15 0.12 16 9 6.75 3.6 2.8

PSOT optimal 6.75 4.5 2.75 2.16 1.5

Teerapat 0.2 0.05 not specified

Qin 0.145 0.1 0.17 0.225 0.07 not specified

Du optimal 8.15 6.05 3.7 2.25 1.45

Vikram 0.07 0.05 0.13 0.12 19 13.3 8.4 5

MEPRD optimal 4.3 2.3 1.5 1.16

CPI 0.1 0.11 0.12 0.11 0.12 0.1

16.6 10 6.6 4 2.9ROC 0.1 0.11 0.11 0.1 0.07 0.06

CoRD 0.08 0.1 0.1 0.07 0.06 0.04

LEGEND: Each column depicts the bit-rate in bps (e.g. 0.0625 bps) and the coding performance is

expressed in dB meaning, for instance, 0.1 dB worse than the optimal PCRD method.

Although the rate control methods presented in this thesis are not introduced until Chap-

ters 4, 5 and 6 we show the features and results obtained by them in the rows named CPI,

ROC and CoRD, in order to facilitate the comparison. We must stress that the main dif-

ference between the proposed rate control methods and the ones reviewed in this section is

that CPI, ROC and CoRD can be used in the decoder side of the coding process.
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3.2 Quality scalability of JPEG2000

3.2.1 Quality layers construction

Quality layers play an important role in the coding system of JPEG2000. They are the fun-

damental mechanism that supplies quality progression and quality scalability to JPEG2000

code-streams. The quality progression and scalability are useful features for several ap-

plications, for instance, when a code-stream needs to be truncated or when it needs to be

interactively transmitted using the JPIP protocol defined in the Part 9 of the standard [46].

A code-stream that does not contain quality layers might cause several drawbacks when its

manipulation is needed, therefore it is important to encode images constructing an adequate

number of quality layers.

The code-stream organization is explained in Section 2.2.5, showing how quality layers

are defined within the tile-parts of each tile-stream. Recall that within this organization,

quality layers are just a collection of packets. The organization of these packets within the

code-stream, such as the progression order or the number of tile-parts, is not considered by

the rate control method. The rate control method only defines the content of these packets

(i.e. the coding passes that they contain) and the overall bit-rate of these packet collec-

tions, which is actually the bit-rate of the quality layers. Quality scalability is achieved by

the identification of these packet collections, available through the decoding of the packet

headers.

Here, we consider the quality layers construction when encoding a single tile, since

the rate control methods are usually defined within this framework. The rate-distortion

optimization problem for images with multiple tiles has been addressed in Battiato [13]

and Ardizzone [7].

In Section 3.1 we have considered the rate-distortion optimization problem as the op-

timization of the image quality at a target bit-rate Rmax, or the optimization of the code-

stream bit-rate for a target quality Dmax. However, even if a target bit-rate or quality is not

specified, rate control should be applied to construct quality layers within the code-stream.
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The construction of quality layers considers the optimization of the distortions, referred

to as Dm, at the bit-rates R0 < R1 < R2.... The complementary problem (to optimize the

bit-rates Rn for the distortions D0 > D1 > D2...) is not considered here. From the point of

view of the PCRD method, the construction of quality layers with bit-rates Rm uses exactly

the same optimization criterion at each bit-rate as the used for a single bit-rate Rmax. Recall

that with the PCRD method, the rate-distortion optimization is simplified to the search of

the feasible truncations points nλm

j = max{jk ∈ Nj|S
jk > λm} for some value of the

Lagrange multiplier λm, with R(λm) = Rm, whereNj denotes the set of feasible truncation

points and jk denotes the enumeration of these feasible truncation points, with associated

rate-distortion slopes Sjk , Sjk < Sjk+1 .

Note that the optimization search for the next bit-rate Rm+1 must not consider the com-

plete set of feasible truncation pointsNj again, considering that the points nλm

j do no longer

belong to Nj . If we consider Sjm as the minimum rate-distortion slope of the selected fea-

sible truncation points for the bit-rate Rm, the search of n
λm+1

j is simplified to the same

problem above, with n
λm+1

j = max{jk ∈ Nj|S
jm > Sjk > λm+1}.

Once the rate control method has selected the sets of feasible truncation points (i.e.

nλ0

j , nλ1

j , nλ2

j , ...) for the bit-rates {R0, R1, R2, ...} the generation of packets is performed

straightforward. As explained in Section 2.2.5, the generation of packets encodes some

extra information encapsulated at the header of each packet regarding the content of the

packet. Obviously this information holds some bytes and, the more quality layers the code-

stream has, the larger the information encoded at the packet headers is. Consequently, one

might expect a penalization in the coding performance. Fortunately, the packet headers

coding and the code-stream syntax are highly efficient and the use of quality layers does

not penalize significantly the coding performance.

Remark 3.2.1 The coding performance is not penalized even if the code-stream contains a

large number of quality layers. For example, when encoding the Musicians image at 1 bps

using a single quality layer code-stream, the recovered image has a distortion of 32.47 dB

compared to the original one. When using a code-stream containing 20 quality layers, the
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coding performance is penalized only in 0.04 dB at the same bit-rate. For a code-stream

containing 80 quality layers, this penalization is only 0.05 dB!

Packets headers only need few bytes, even if many quality layers are generated. The code-

stream generated when encoding the Musicians image constructing 160 quality layers is

only 0.5% larger than when constructing a single quality layer code-stream.

However, the most interesting issue related with quality layers is: 1) how to determine

the optimal number of quality layers that a code-stream should contain and 2) how to de-

termine the bit-rate of each quality layer. This needs a further discussion, addressed in next

section.

3.2.2 Rate allocation of quality layers

A consequence of allocating quality layers at the bit-rates {R0, R1, R2, ...} is that when the

code-stream is decoded at one of these quality layer boundaries, say Rm, the distortion of

the recovered image is almost optimal. The recovered image is not exactly the optimal one

because of the packet headers needed by the quality layers before m, which we name side

information and is calculated as
∑m

l=0 el, where el denotes the number of bytes needed by

the packet headers of the quality layer l.

It is clear that if we know, a priori, the bit-rates at which the code-stream is going

to be decoded, referred to as operational bit-rates, it is easy to optimize the distortion at

those bit-rates, minimizing the overall packet headers information just adjusting the bit-

rates of quality layers to the operational bit-rates. However, this is not the usual case and

it is worth to construct the code-stream using some general allocation strategy which could

work reasonably well for most applications and scenarios.

Long before JPEG2000, this rate-distortion optimization problem has been studied

on convex hull based approaches [105, 85, 22]. In the framework of JPEG2000, this

had not been addressed in any way until 2005, giving just some recommendations on the

number and bit-rate of quality layers based on experience [100, Chapter 8.4.1]. From
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the point of view of the uneven error protection for embedded code-streams, the rate-

distortion optimization has been studied under some expected multi-rate distortion mea-

sure (EMRD) [84, 16, 74] and, from the point of view of JPEG2000, this has been studied

in [27]. The EMRD measure is extremely useful to evaluate the optimality of a JPEG2000

code-stream in terms of the rate-distortion optimization and, consequently, the same authors

have continued their study, finalized in December 2005 [107].

The EMRD weights the distortion of the image recovered at some bit-rates by the prob-

ability to recover the image at those bit-rates. In other words, EMRD defines a function

that reflects the probability p(R) of the code-stream X to be decoded at bit-rate R,R ∈

[0, length(X )]. The averaged EMRD over the complete bit-rate of X is defined as

∫ length(X )

0

D(R)p(R)dR

where D(R) represents the distortion of the recovered image at bit-rate R. First, the authors

approach the problem considering the side information as null, i.e.
∑

i e
i = 0. From this

point of view, they consider two bit-rate distributions: the uniform distribution and the loga-

rithmic distribution. The uniform distribution gives a good approximation to see the overall

optimality over the complete bit-rate range of a code-stream. The logarithmic distribution

gives a better approximation to real scenarios, where the code-stream is commonly more

decoded at low bit-rates and less as the bit-rate grows, as stated by the authors.

When considering the uniform distribution, with the constant p(R) = (1/length(X )),

the interleaving of the feasible truncation points, i.e. those points that lie on the convex

hull, in decreasing rate-distortion slopes is the optimal solution. This is not surprising if

we consider that the rate-distortion slope precisely look for the distortion optimality over

the complete bit-rate range. However, it is worth noting that this would not be achieved if

the authors do not consider that, within the coding passes of a feasible truncation point, the

distortion reduction is linear with the number of decoded bits.

The optimization problem for a logarithmic distribution is more interesting, considering

p(R) = v · αR, for some α 6= 1 and v as a normalizing factor. The proposed approach is

based on the modification of the convex hull of code-blocks to a α-convex hull varying the
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horizontal axis in order to adjust it to the logarithmic distribution. Then, the same greedy

approximation on the re-calculated rate-distortion slopes on the convex hull is used in order

to obtain the optimal quality layers for a JPEG2000 code-stream, evaluated by the EMRD

measure. This provides the optimal allocation strategy for the logarithmic distribution.

However, these approximations does not consider the side information and, conse-

quently, do not generate the actual optimal code-stream. The authors claim that this is a

challenging optimization problem. The main difficulty here is that the bit-rate of ei can

not be estimated without encoding all packet headers at that bit-rate. The solution to this

problem is to use dynamic programming. Although the optimal solution is not achieved,

the smart algorithm proposed is optimal for practical implementations and, in addition, it is

optimized using a predictive technique which reduces the computational complexity.

Although the approach presented in this research is outstanding and is the first one that

analyzes the optimality of JPEG2000 code-streams from the point of view of introducing

smart quality layers allocation strategies, the experimental results are quite disappointing.

The optimization of the quality layers allocation strategy is performed for uniform, log-

arithmic and Laplacian distributions. The degree of improvement varies from image to

image, but it is usually small. The authors explain this poor improvement due to the al-

ready good approach of PCRD and to the optimal fractional bit-plane coding of JPEG2000,

which already generates code-stream segments with decreasing rate-distortion slopes.

3.2.3 Experimental results

One important feature of the rate control methods developed in this thesis is that they supply

quality scalability to code-streams that contain a single or few quality layers. We have seen

that the quality scalability is usually provided by a good strategy of quality layers allocation,

therefore it is important to evaluate the coding performance achieved by quality layers.

The purpose of this section is to evaluate the coding performance obtained with three

usual strategies of quality layers allocation in order to compare them to the rate control

methods proposed in the following chapters. We do not assume any pre-defined operational
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bit-rates because this may vary depending on the scenario of use, so the EMRD is con-

sidered a uniform probability distribution. Since in [107] it is stated that the usual PCRD

approach already provides the optimal results for quality layers allocation under uniform

probability distributions, in the presented experiments we have used the PCRD implemen-

tation of Kakadu.

In all comparisons of this section, and in the following chapters, we use the coding

performance obtained by the PCRD as a maximum threshold, comparing the coding per-

formance obtained with the use of quality layers against this threshold. Note that the PCRD

coding performance is just a theoretical reference because it can only be used in the en-

coding process, and the methods we will evaluate are devised for already encoded code-

streams.

For each allocation strategy, each image of the corpus ISO 12640-1 has been encoded

constructing a code-stream containing different number of quality layers. Then, each code-

stream has been decoded at 600 bit-rates (called control points) equivalently spaced from

0.001 to 6 bps, or finishing at the end of the code-stream if the complete encoding constructs

a code-stream shorter than 6 bps. The recovered image at each bit-rate has been compared

to the original image in terms of PSNR, and the difference between this PSNR and the

PSNR obtained when encoding the image with the PCRD method at this bit-rate has been

computed. The optimal PSNR obtained by the PCRD method is depicted in the graphics as

the straight line.

It is interesting to see how the coding performance of the evaluated code-streams varies

at different bit-rates in order to highlight the quality scalability that can be obtained. For

this reason, in all the experimental sections of this thesis we provide results that depict the

results for images in single graphics. In order to compare the methods in a more global

scenario, we also report results computing the average of the eight images of the corpus

ISO 12640-1.

We have used a derived quantization and the RESTART coding variation, which slightly

penalize the coding performance. In Section 4.3 –page 95– we explain the use of these

parameters.
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Single quality layers code-streams

Graphic 3.1 depicts the coding performance obtained with code-streams which contain a

single quality layer. This is the worst coding performance that can be obtained due to the

complete lack of quality scalability of the code-stream, reaching an inferior threshold. The

average PSNR difference for all the images of the corpus ISO 12640-1 is as low as 12.503

dB worse than the optimal PCRD method. However, the coding performance obtained at

low bit-rates is usually of major interest: from 0.001 to 1 bps, the average PSNR difference

is 8.167 dB worse than PCRD. Note that in this experiment, the progression order used

could affect the coding performance. However, with single component images and without

any quality layer, the progressions LRCP, RLCP, RPCL are equivalent, and PCRL, CPRL

are also equivalent and give worse results because the progression orders the code-blocks

using the spatial position. So, here and in the remaining experiments, we only use the LRCP

progression order.
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Coding parameters detailed in Table 3.4

Graphic 3.1: Coding performance evaluation of single quality layers code-streams.

Common strategies of quality layers allocation

The first strategy of quality layers allocation that we evaluate is when they are spaced loga-

rithmically, in terms of bit-rate, along the complete bit-rate range of the code-stream. This is

the default mode of quality layers allocation of Kakadu, yielding high coding performance
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at very high compression factors. Graphic 3.2 depicts the results obtained with this alloca-

tion strategy for two images and in average for all the images of the corpus ISO 12640-1.

Note the fluctuations caused by this allocation strategy: at the quality layer boundaries, the

coding performance obtained with the code-stream containing different number of quality

layers is practically the same as the coding performance obtained with the PCRD method.
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Graphic 3.2: Coding performance evaluation of code-streams containing quality layers

logarithmically spaced.

The second strategy of quality layers allocation is to space them equivalently, in terms

of bit-rate, along the complete bit-rate range of the code-stream. This yields better coding

performance at medium and high bit-rates. Graphic 3.3 depicts the results obtained with
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this allocation strategy for two images and in average for all images of the corpus ISO

12640-1. The coding performance obtained with equivalently spaced quality layers is more

uniform along the bit-rate range.
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Graphic 3.3: Coding performance evaluation of code-streams containing quality layers

equivalently spaced.

The main drawback allocating quality layers equivalently spaced is that, at high com-

pression factors, the coding performance is far worse than the obtained with, for instance,

code-streams containing quality layers logarithmically spaced. In order to improve the cod-

ing performance at low bit-rates we analyze an allocation strategy that distributes the quality

layers equivalently spaced, in terms of bit-rate, at three bit-rate intervals: from 0.001 to 0.5
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bps, from 0.5 to 1 bps and from 1 bps to the end of the code-stream. Experience indicates

that a good allocation strategy is to situate 25% of quality layers in the first interval,15%

in the second interval, and the remaining 60% in the third interval. Graphic 3.4 depicts the

results obtained with this allocation strategy for two images and in average for all images

of the corpus ISO 12640-1. Compared to the previous strategy of quality layers allocation,

the coding performance at low bit-rates is improved, while at medium and high bit-rates it

is maintained.
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Graphic 3.4: Coding performance evaluation of code-streams containing quality layers

equivalently spaced in three bit-rate ranges.

Graphic 3.5 compares the three allocation strategies depicting the best results obtained
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for each strategy. Note that at high compression factors, the best allocation strategy is the

logarithmic, but at medium and low compression factors the best allocation strategy is to

distribute quality layers equivalently. It is worth noting that other allocation strategies might

obtain a better coding performance than the presented in this section and that, depending on

the scenario, this allocation could be optimized to fit the requirements of the application.
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Graphic 3.5: Evaluation of the best coding performance achieved by different allocation

strategies of quality layers.
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Visual comparison

Regarding the qualitative analysis, Figure 3.3 provides a visual comparison of a region of

the Portrait image when code-streams containing different number and strategies of quality

layer allocation are decoded at 0.03125 bps. Note the visual improvement thanks to the

use of quality layers. At the analyzed bit-rate, both strategies of quality layer allocation

are visually equivalent. Note also the blur image recovered from the single quality layer

code-stream.

Table 3.4: Coding parameters of the experiments.

RESULTS: average and two images of the corpus ISO 12640-1, gray scaled, size

2048x2560. 600 control points.

JPEG2000 CODING PARAMS.: 9/7 DWT 5 levels, derived quantization, 64x64 code-

blocks, no precincts, RESTART coding variation, different number of quality layers,

LRCP progression. Lossy compression. Targeted bit-rates and single quality layer for

PCRD.

IMPLEMENTATION: Kakadu v4.5
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Original image Single quality layer - 22.95 dB

PCRD - 24.78 dB 20 logarithmic quality layers - 24.72 dB

80 equivalent quality layers - 24.18 dB 40 equivalent (3 ranges) quality layers - 24.37 dB

BIT-RATE: 0.03125 bps (compression factor 256:1) AREA: 600x600

Coding parameters detailed in Table 3.4

Figure 3.3: Visual comparison among different strategies of quality layers allocation.



Chapter 4

Rate control method for coder and

decoder

This chapter introduces the rate control method Coding Passes Interleaving (CPI).

The motivations on the development of this rate control method come from two

drawbacks that the use of quality layers may cause, explained in the first section.

The second section presents the simple interleaving-based rate control method

CPI, and in the last section its coding performance is evaluated.

This research has been presented at the Data Compression Conference in March

2006 [12].

4.1 Rate control of already encoded code-streams

Let T l denote all the packets belonging to the quality layer l. When the rate control method

sets the number and bit-rate of quality layers, these quality layers are embedded in the code-

stream without possibility of further modifications. This causes that, once the code-stream

is already encoded, it is not possible to identify which packets within T l are better than

others, in terms of rate-distortion. Besides, it is also not possible to identify which segments

83
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of each packet could be truncated to modify the bit-rate allocation or the number of quality

layers. Quality layers are arguably fixed structures that do not allow any modification,

causing that the quality scalability of the code-stream may only be set at encoding time.

The inalterability of quality layers might cause two drawbacks. The first one is the lack

of quality scalability and quality progression of code-streams that contain a single or few

quality layers. The second drawback is the lack of a fine quality scalability for Window

Of Interests (WOIs), a mechanism widely used in interactive image transmissions. Let us

explain each one of these drawbacks further.

In Section 3.2 we have seen that a code-stream X with N quality layers allocated at bit-

rates {R0, R1, R2, ..., RN−1} can only assure the best recovery, in terms of distortion, when

the code-stream is decoded at these bit-rates. If we needed to construct a new code-stream,

say X ′, from X at a target bit-rate R′, and this target bit-rate does not coincide with any

quality layers boundary, i.e. Ri < R′ < Ri+1, the constructed code-stream would have a

larger distortion than the one obtained if R′ coincides with some Ri. The penalization in

this distortion can not be estimated a priori and depends on how far the bit-rate R′ is from

the quality layer boundaries. More precisely, the distortion of X ′ is increased when J is

increased, being J = min(R′−Ri, Ri+1−R′). However, this should not be a shortcoming

since a good strategy of quality layers allocation guarantees a very low penalization on

the coding performance. The selection of a good strategy of quality layers allocation is

important because the quality scalability and the coding performance of the code-stream is

directly related with it. The worst case is reached with code-streams containing a single

quality layer; in these cases the coding performance penalization is meaningful, as we have

shown in the evaluation of Graphic 3.1 –page 76–.

Remark 4.1.1 The truncation and decoding of a code-stream containing 20 quality layers

equivalently spaced in terms of bit-rate at 0.5 bps recovers the original image 0.221 dB

worse than when the optimal PCRD method encodes the image at 0.5 bps. At 0.6 bps

(quality layer boundary) it is only 0.094 dB worse. However, if the original code-stream

contains a single quality layer, at 0.5 bps the recovered image is 7.49 dB worse than when



4.1. RATE CONTROL OF ALREADY ENCODED CODE-STREAMS 85

encoding at the same bit-rate with the PCRD method. See, in Figure 4.1, the same region

of the Cafeteria image when 0.5 bps are decoded from code-streams containing a single or

20 quality layers logarithmically spaced in terms of bit-rate.

Single quality layer (19.839 dB) 20 quality layers (27.108 dB)

Figure 4.1: Visual comparison of an image recovered from code-streams containing a single

or several quality layers.

Unfortunately, most JPEG2000 coders constructs single quality layers code-streams by

default. And, even if the construction of code-streams containing several quality layers is

the default mode, we do not know any implementation that uses the best allocation strategy

introduced in [107]. This should not be a problem if the code-stream does not need to be

truncated or interactively transmitted; otherwise, code-streams containing a single or few

quality layers have a very poor coding performance. For institutions, such as hospitals or

remote sensing centers, which manage millions of images each year, the construction of

code-streams containing a single or few quality layers might become a meaningful issue.

This first drawback is not caused by the standard itself but by an inadequate use of

the JPEG2000 standard, which should be avoided constructing code-streams containing a

reasonable number of quality layers using some good allocation strategy. However, the sec-

ond drawback is intrinsically due to the JPEG2000 standard itself. Quality layers provide

quality scalability for the whole image, i.e. they assure the best recovery at the bit-rates

boundaries if the complete spatial area of the image is decoded. However, in interactive
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image transmissions, the decoding of the complete image area is not usual, and most ap-

plications decode (or transmit) just the region, or WOI, required by the client. Besides,

the delivery of the WOI should allow a transmission in such a way the quality is improved

increasingly. The question here is what happens when recovering a WOI from an already

encoded code-stream at different bit-rates.

The decoding (or transmission) of a WOI just processes those code-blocks belonging to

the desired spatial area. In order to improve the quality of the WOI increasingly, we may

think that the best option is to decode the WOI at the quality layers boundaries. More pre-

cisely, the WOI would be decoded at bit-rates O0, O1, O2, ..., ON if Ol denotes the bit-rate

of the code-stream segments belonging to the WOI code-blocks allocated at quality layer

l. Note that Ol ≤ Rl and only when the WOI is the complete image area, Ol = Rl. Al-

though the quality layers bit-rates {R0, R1, R2, ..., RN−1} are set by the rate control method

following some allocation strategy, {O0, O1, O2, ..., ON−1} might have an inadequate allo-

cation that does not supply a suitable decoding or transmission. Obviously, the allocation

of WOIs can not be contemplated by the rate control method, which considers the com-

plete image area when constructing quality layers and, therefore, the allocation of WOIs

can become inappropriate. The impossibility to control the distortion once the code-stream

is constructed might cause a poor coding performance when transmitting WOIs. This is

the second drawback pointed out in this section, and it was already described by Taubman

in 2003 [98, 99] in the scenario of interactive image transmissions using the JPIP protocol

defined in the Part 9 of JPEG2000 [46].

One may expect that the solution to the first drawback could be to re-encode the image,

i.e. decode the single quality layer code-stream X and construct a new code-stream X ′

containing several quality layers. However, note that when using lossy compression, X

is not the original image and has a distortion compared to the original image, which we

denote as DX . This distortion is increased in each re-encoding, i.e. DX < DX ′ < DX ′′ .

This also causes that the quality layers constructed from the re-encoding of X are not the

same as when the original image is available. With lossless compression this problem does

not come up.
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Remark 4.1.2 When the image Candle is encoded to a single quality layer code-stream,

the bit-rate of the code-stream is 5.508 bps and has a PSNR of 56.467 dB compared to the

original image. When decoding this single quality layer code-stream and encoding it again

to a single quality layer code-stream with the same coding parameters, its bit-rate is 5.504

bps and has a PSNR of 55.628 dB compared to the original image. The coding performance

penalization of the re-encoding is 0.839 dB. However, at low bit-rates this penalization is

smaller.

Another problem related with the re-encoding of code-streams is the computational

complexity that it may entail. Imagine, for example, a hospital which generates about 3

GB of images each day. If we consider that the re-encoding of 10 MB of code-stream takes

1 second, the re-encoding of all the images produced in one year would last more than 75

days!

While there does not exist a solution to the first drawback, Taubman et al. proposed a

solution to the second drawback. In [98, 99] it is showed the poor coding performance of

WOI transmissions when using quality layers and it is proposed a re-sequencing method

which increases the number of quality layers transmitted for the desired WOI. The main

idea behind this re-sequencing technique is the consideration of the subband weights and

the coefficients affected by the WOI in order to send first those packets that better recover

the WOI. This method achieves improvements as large as 8 dB when compared to the

transmission of the WOI at quality layers boundaries! However, the method is focused

on the transmission of a WOI using the packets already constructed by the coder. If the

code-stream contains a single or few quality layers, this re-sequencing method would not

improve the coding performance. The only way to improve the coding performance with

code-streams containing a single or few quality layers is the division of packets with some

rate control method able to model the rate-distortion without using distortion measures

based on the original image.

All the rate control methods reviewed in Chapter 3 are devised for the coder. None of

them consider the drawbacks explained in this chapter. However, we have evaluated if some
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of them could be used in the decoder side in order to settle these drawbacks. Column ”orig”

of Table 3.2 –page 68– considers whether the rate control method needs rate-distortion

measures based on the original image or not. Those ones that do not need them are classified

in two categories: the methods that need information of the coding process (such as the

number of significant and refinement coefficients,. . . ), marked as ”dec”, and the ones that

do not need them, marked as ”no”. Qin [75] and Vikram [103] are the single methods of the

former category, and they might address the problem of single quality layers code-streams

embedding quality layers without penalizing the coding performance. However, these rate

control methods are clearly useless for the transmission of WOIs because they compel

to decode segments of the code-stream, which would widely decrease the computational

performance of the server in an interactive transmission. There is a single rate control

method of the latter category: Masuzaki [65]. Since it does not need to decode the code-

stream, it could be effectively used to address both drawbacks presented in this section.

However, the problem of this method is that it obtains a poor coding performance (more

than 1 dB worse than the PCRD method).

Obviously, without using distortion measures based on the original image, the coding

performance of the rate control method can not be as good as the obtained with the reviewed

rate control methods. However the purpose of this thesis is to settle both drawbacks without

using distortion measures based on the original image. The requirements that we set out for

the new rate control method are the following:

1. Use in the decoder side: the developed rate control method must provide quality

scalability once the code-stream is already encoded, in spite of the number and bit-

rate of the quality layers it contains. The coding performance must be as optimal

as possible, at least improving the results obtained by Masuzaki [65]. Besides, the

computational complexity of the method should be negligible in order to allow the

control of interactive image transmissions.

2. No distortion measures based on the original image: it must not need to decode

any segment of the code-stream. It is understood that the main header and/or packet
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headers can be decoded in order to know the image geometry.

3. Use in the coder side: although the rate control is devised for the decoder side, its

use in the coder side should also be allowed to reduce the computational complexity

of the coder, as most rate control methods also do.

4. JPEG2000 compliant: the code-streams constructed by the rate control method must

be JPEG2000 compliant.

4.2 Development of the CPI rate control method

4.2.1 Motivation

Recall from Section 2.2.4 that the fractional bit plane coder of JPEG2000 encodes each

bit-plane of the code-block Bi with three coding passes: the Significance Propagation Pass

(SPP), referred to as P(p,2)
i , the Magnitude Refinement Pass (MRP), referred to as P(p,1)

i ,

and the Cleanup Pass (CP), referred to as P(p,0)
i , where p stands for the bit-plane, with the

lowest bit-plane p = 0. We slightly change the notation of coding passes to Pc
i , where

c = (p · 3) + cp

and cp stands for the coding pass number, i.e. cp = {2 for SPP, 1 for MRP, 0 for CP}.

Note that c identifies a bit-plane and coding pass unequivocally, so we name it coding level.

Ci stands for the highest coding level of the code-block Bi, while the highest and lowest

coding level of the image is referred to as Cmax = max(Ci) and Cmin = 0 respectively.

The embedded code-stream produced by the fractional bit plane coder can be truncated

at the end of each coding pass but, as we have seen in Section 3.1.2, the optimal PCRD

method applies a convex hull approach to find out the feasible truncation points, i.e. those

points which lie on the convex hull. Therefore, the PCRD method may join, for example,

the coding passes Pk
i ,Pk−1

i . We name the set of consecutive coding passes joined by the

PCRD as coding segments. Each coding segment must contain, at least, one coding pass.
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The rate control method introduced in this chapter has been developed assuming the

following two premises:

• Inclusion of a single or few coding passes at each coding segment: we assume that

almost all the coding passes are feasible truncation points, i.e. most coding segments

only contains a single coding pass. In order to prove the reliability of this assumption,

Table 4.1 shows the number of coding passes included in each coding segment when

encoding several images. Notice than, in average, more than 97% of the coding

segments contain only one or two coding passes. This kind of evidence is also given

in [114]. In addition to this evidence, it is worth noting that in MEPRD [49] it is stated

that the coding performance is not affected even if PCRD selects coding passes not

lying on the convex hull.

Table 4.1: Number of coding passes included in each coding segment.

# coding passes of each coding segment

IMAGE 1 2 3 ≥ 4

Portrait 7092 2273 192 15

Cafeteria 9118 2377 218 10

Fruit Basket 6030 2196 240 6

Wine and Tableware 7159 2239 305 14

Bicycle 8917 2197 161 12

Orchid 5684 2231 170 44

Musicians 8070 2325 465 5

Candle 10095 2379 230 6

percentage 75.38 % 22.09 % 2.4 % 0.13 %

RESULTS: average of corpus ISO 12640-1, gray scaled, size 1536x1920.

JPEG2000 CODING PARAMS.: 9/7 DWT 5 levels, derived quantization,

64x64 code-blocks, RESTART coding variation. Lossy compression.

IMPLEMENTATION: BOI v1.0

• Dependency of the coding pass inclusion on the coding level: we assume that a coding

pass is more likely to be included in the final code-stream if it belongs to a higher
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Table 4.2: Number of coding passes included in each coding level by the PCRD method at

different bit-rates.

cod. level #CoP 0.0625 bps 0.125 bps 0.25 bps 0.5 bps 1 bps 2 bps

... ...

25 (MRP) 53 53 53 53 53 53 53

24 (CP) 170 149 170 170 170 170 170

23 (SPP) 170 143 170 170 170 170 170

22 (MRP) 170 93 166 170 170 170 170

21 (CP) 418 74 285 418 418 418 418

20 (SPP) 418 16 185 412 418 418 418

19 (MRP) 418 9 92 400 418 418 418

18 (CP) 604 42 452 598 604 604

17 (SPP) 604 121 593 604 604

16 (MRP) 604 11 578 604 604

15 (CP) 679 3 575 679 679

14 (SPP) 679 125 672 679

13 (MRP) 679 668 679

12 (CP) 720 625 720

11 (SPP) 720 249 720

10 (MRP) 720 720

9 (CP) 735 728

8 (SPP) 735 712

7 (MRP) 735 172

6 (CP) 736 37

... ...

LEGEND: #CoP - total number of coding passes of the coding level

RESULTS: Bicycle image of the corpus ISO 12640-1, gray scaled, size 1536x1920.

JPEG2000 CODING PARAMS.: 9/7 DWT 5 levels, derived quantization, 64x64 code-

blocks, no precincts, RESTART coding variation, 1 quality layer. Lossy compression.

IMPLEMENTATION: BOI v1.0

coding level. In the framework of JPEG2000, this kind of assumption is also set

in PSRA [110]. Table 4.2 shows the coding passes included at each coding level

when encoding the Bicycle image at different bit-rates using the PCRD method. The

number of coding passes is emphasized in bold font when not all of them are included

for that coding level. Note that only the two or three lowest coding levels include less

than 90% of coding passes, apart from the lowest bit-rates that, in some cases, have

four coding levels including less than 90% of coding passes.
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4.2.2 Algorithm

The two premises above suggest that a classical rate-distortion model might be suitable to

control the rate-distortion. This classical rate-distortion model is applied here through a

rather simple interleaving algorithm. This algorithm encodes the coding passes of code-

blocks belonging to the same coding level, beginning from the highest coding level Cmax to

the lowest coding level Cmin until the target bit-rate is achieved. In each coding level, the

coding passes are encoded from those code-blocks belonging the lowest resolution level,

referred to as L0, to the highest resolution level, referred to as LL. The set of subbands

belonging to the resolution level Lj are denoted as bj,s, where s stands for the subband.

The interleaving algorithm follows the order s = [HL,LH,HH] or just s = [LL] when

j = 0. When a target bit-rate has to be attained, this algorithm is formulated in Table 4.3

for the encoding process. We name it Coding Passes Interleaving (CPI). Figure 4.2 depicts

how the interleaving is carried out in a single image component with 2 resolution levels;

the dash-dotted line indicates the processing order followed by CPI.

Table 4.3: The Coding Passes Interleaving (CPI) algorithm.

set bitRate← 0

for each coding level c from Cmax to Cmin do

for each resolution level Lj from j = 0 to L do

set sOrder ←

{

[LL] if j = 0

[HL, LH, HH] if j > 0

for each subband bj,s with s = sOrder do

for each code-block Bi ∈ bj,s do

ENCODE coding pass Pc
i

set bitRate← bitRate + length(Pc
i )

if bitRate ≥ targetBitRate then

STOP encoding

endif

endfor

endfor

endfor

endfor
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Figure 4.2: The processing order followed by the CPI algorithm.

Implementations should take into account that JPEG2000 headers requires some bytes

and that the last coding pass must be discarded to do not exceed the target bit-rate. The

simple interleaving algorithm CPI does not use any distortion measure based on the original

image and it fulfills all the requirements set in Section 4.1. With minor modifications,

CPI can be used in the decoder side in order to extract WOIs, or the complete image, at

different bit-rates, even if the code-stream contains a single quality layer. Besides, CPI can

also construct or re-allocate quality layers within a code-stream. The coding performance

obtained when applied in the coder or decoder is exactly the same.

It is worth noting that this method benefits from the weighting performed by the quan-

tization stage. Recall that when using the irreversible wavelet transform, the quantization

stage usually uses the L2norm to weight each subband in order to achieve orthonormality.

Thanks to this precise weighting and to the adequate order of the coding passes, the CPI
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algorithm follows a scanning order which selects first those coding passes that have the

largest rate-distortion contributions.

The spread belief that the coding passes situated at high bit-planes recover the original

images better than those situated at low bit-planes, as well as the scanning order followed

by CPI, are two techniques derived from a rate-distortion model commonly used in image

compression and in rate control. Actually, during the technical discussion held within the

JPEG2000 committee, prior to the final adoption of EBCOT, some versions of the Verifica-

tion Model considered a related approach [62]. Also, in [100, Chapter 8.4.1] it is pointed

out that an interleaving approach might also be appropriate for JPEG2000. On the other

hand, the rate control method PSRA [110] also uses a very similar scanning order, although

in its last step it uses distortion measures based on the original image.

Although when CPI is applied in the coder it reduces the computational complexity just

encoding those coding passes included in the final code-stream, in the coder side CPI has

the disadvantage that it must maintain all the wavelet coefficients of the image along with

some information of the MQ-coder in memory while the encoding process is performed.

This information must be kept in memory to be able to stop and restart the encoding of

coding passes belonging to each code-block. This is a clear disadvantage with respect to

those methods that do not perform an incremental encoding, since with the combination of

line-based processing techniques they can reduce the memory requirements to the bit-rate

of the constructed code-stream. This problem does not come up in the decoding side.

A key point of the CPI algorithm is the availability to identify the bit-rate of each cod-

ing pass. In the coder, these bit-rates are easily identifiable but, once the code-stream is

constructed, the bit-rate of each coding pass is not stored within the code-stream and it can

not be known without decoding it. This may prevent the use of CPI but, fortunately, this is

easily settle down using the RESTART coding variation, which entails to store the coding

passes bit-rate in the packet headers, slightly penalizing the coding performance (code-

streams with the RESTART coding variation are about 1% larger than when not using this

coding variation). The decoding of the packet headings has negligible costs in terms of
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memory consumption and computational complexity, thus the CPI has also negligible com-

putational costs in the decoder side.

4.3 Experimental results

As well as in Section 3.2.3, we use the coding performance obtained by the optimal PCRD

method in order to set the maximum threshold, computing the PSNR difference between

PCRD and CPI. The proposed CPI can be applied to encode any image at a target bit-rate

or to extract/decode a segment of a code-stream, even if it only contains a single or few

quality layers. The constructed or extracted code-stream is the same in both cases, thus

both results are drawn in a single line in the graphics below.

In all experiments, Kakadu has been used to construct the code-stream with the optimal

PCRD method, and the CPI method has been implemented in BOI. The parameters of both

implementations are set equally, however the quantization weights used in Kakadu are not

exactly the L2norms, so we use a derived quantization to equal the subband weights of both

applications. Besides, we use the RESTART coding variation to identify the coding passes

bit-rates within the code-stream without needing to decode any segment when using the

CPI algorithm.

In this section we just present the results obtained by CPI in lossy mode for the images

of the corpus ISO 12640-1. In the experimental section of the last rate control method intro-

duced in this thesis (Section 6.4), extensive experimental results are presented, comparing

the three rate control methods proposed.

Graphic 4.1 depicts the coding performance of CPI for the images of the corpus ISO

12640-1. We show the eight images in single graphics to better appreciate that CPI obtains

a coding performance that fluctuates continuously in all the analyzed images. Graphic 4.2

depicts the average of the eight images, comparing the CPI coding performance against

the results obtained in Section 3.2.3 with the use of quality layers (only the best allocation

strategies are plotted).
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RESULTS: images of the corpus ISO 12640-1, gray scaled, size 2048x2560. 600 control points.

JPEG2000 CODING PARAMS.: 9/7 DWT 5 levels, derived quantization, 64x64 code-blocks, no

precincts, RESTART coding variation, 1 quality layer, LRCP progression. Lossy compression. Tar-

geted bit-rates and single quality layer for PCRD.

IMPLEMENTATIONS: PCRD - Kakadu v4.5, CPI - BOI v1.2

Graphic 4.1: Coding performance evaluation of CPI compared to PCRD.
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AVERAGE OF THE CORPUS ISO 12640-1

PCRD
20 LOGARITHMIC QUALITY LAYERS

40 EQUIVALENT (3 RANGES) QUALITY LAYERS
CPI

Av. PSNR diff. - CPI: -0.113 dB (0.001 to 1 bps) -0.122 dB (total)

Av. PSNR diff. - 20 logarithmic quality layers: -0.129 dB (0.001 to 1 bps) -0.638 dB (total)

Av. PSNR diff. - 40 equivalent (3 ranges) quality layers: -0.093 dB (0.001 to 1 bps) -0.058 dB (total)

RESULTS: average of corpus ISO 12640-1, gray scaled, size 2048x2560. 600 control points.

JPEG2000 CODING PARAMS.: 9/7 DWT 5 levels, derived quantization, 64x64 code-blocks, no

precincts, RESTART coding variation, LRCP progression. Lossy compression. Targeted bit-rates

and single quality layer for PCRD.

IMPLEMENTATIONS: PCRD/LAYERS - Kakadu v4.5, CPI - BOI v1.2

Graphic 4.2: Coding performance evaluation of CPI and the best strategies of quality layers

allocation compared to PCRD.
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Chapter 5

Optimized interleaving-based rate

control method

This chapter presents the rate control method Reverse subband scanning Order

and coding passes Concatenation (ROC), which is devised with the aim to improve

the coding performance of CPI and based on simple modifications of the CPI algo-

rithm. The development of ROC has involved a study of the rate control performed

by CPI, which is explained in the first section. The second section describes the

new rate control method ROC and the third section assess its coding performance.

This research has been accepted for publication to the IEEE Signal Processing

Letters journal [11].

5.1 Analysis of the CPI method

The scanning order followed by CPI is also used in other coding systems that achieve a

regular coding performance among all bit-rates. Therefore, it might be expected that CPI

should also obtain a coding performance similar to that of the optimal PCRD method, but it

does not. As we can see in the experimental results of Section 4.3, the coding performance

99
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of CPI is not well balanced and, in some cases, is 0.5 dB worse than the optimal PCRD

method. This fact arises two questions: when these differences occur and why they are

produced.

The first question can be readily answered analyzing the graphics that compare CPI

with the PCRD method. Note that in all graphics the coding performance of CPI exhibits

a similar behavior among all bit-rates: it fluctuates continuously from 0.001 dB to 0.5 dB

worse than the optimal PCRD method. A detailed analysis on these bit-rates discloses that

the best coding performance, which is the same as the optimal PCRD method, is obtained

when CPI ends the scanning of a coding level that contains coding passes of type SPP,

or when CPI ends the scanning of a coding level that contains coding passes of type CP.

Graphic 5.1 details the coding performance achieved by CPI when encoding the Cafeteria

image, depicting the coding levels included in several bit-rate ranges. Notice that, as re-

ported, the coding performance of CPI and PCRD coincides at the end of every coding pass

of type SPP or CP. These coincidences are also observed in all the other images analyzed in

Section 4.3. Although using a very similar scanning order, it is surprising that these kinds

of fluctuations are not reported in PSRA [110].

Identifying when the differences occur gives us the clue to answer why they are pro-

duced. It is clear that we must focus our attention between the bit-rate intervals where CPI

decreases its coding performance. We have developed several techniques trying to disclose

the cause of this coding performance drop. Two of them give us a good explanation of what

is happening between these bit-rate intervals.

The first technique is the tracking of the optimal PCRD method in the bit-rate intervals

where the CPI coding performance drops. More precisely, if Ri, Ri+1 denotes two consec-

utive bit-rates where CPI and the PCRD method obtain the same coding performance, we

divide the bit-rate interval (Ri, Ri+1] in t sub-intervals, denoted as

Ri
1 = (Ri, Ri + S], Ri

2 = (Ri + S,Ri + 2 · S], ..., Ri
t = (Ri + (t− 1) ∗ S,Ri + t · S]

where

S =
Ri+1 −Ri

t
.
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RESULTS: Cafeteria image of the corpus ISO 12640-1, gray scaled, size 2048x2560. 2000 control

points.

JPEG2000 CODING PARAMS.: 9/7 DWT 5 levels, derived quantization, 64x64 code-blocks, no

precincts, RESTART coding variation, 1 quality layer, LRCP progression. Lossy compression. Tar-

geted bit-rates and single quality layer for PCRD.

IMPLEMENTATIONS: PCRD - Kakadu v4.5, CPI - BOI v1.2

Graphic 5.1: Detailed coding performance evaluation of CPI compared to PCRD.

We analyze the coding passes included by the optimal PCRD method at bit-rate Ri
j that

are not included in Ri
j−1 consecutively in order to disclose the scanning order followed by

the PCRD method, if any. One may expect that the PCRD method does not follow any scan-

ning order, selecting coding passes of all the subbands and resolutions levels indistinctly,

just depending on the rate-distortion slope of the feasible truncation points. To our pleasant

surprise, this is not completely true.

Instead of starting the selection of those coding passes situated at the lowest resolu-

tion levels, the tracking of the PCRD method discloses that, at medium and high bit-rates,

PCRD selects coding passes belonging to the highest resolution levels first. Besides, when

observing the intervals where CPI scans coding levels with coding passes of type MRP and
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CP, we notice that the PCRD method usually includes coding passes of type CP before

completing the inclusion of the coding level with coding passes of type MRP. These ob-

servations indicate that the rate-distortion contributions are not distributed as the scanning

order of CPI follows. This is addressed more precisely with the second technique developed

to understand the drops of the CPI coding performance.

We have studied the results obtained with the tracking of the PCRD method from several

points of view. The approach that gives the best explanation is to evaluate each resolution

and coding level between the bit-rates where the coding performance of CPI and the optimal

PCRD method coincide using the MSE. Dc
i stands for the distortion of code-block Bi at the

coding level c, and is computed as

Dc
i = w2

bi

∑

k∈Bi

(yi[k]− ŷc
i [k])2

where wbi
is the weight of the subband bi to which code-block Bi belongs, yi[k] are the

original samples of the code-block Bi, and ŷc
i [k] are the samples quantized at coding level

c. Let △Dc
i = Dc+1

i − Dc
i be the distortion contribution of code-block Bi at coding level

c; let △Dc = Dc+1 − Dc be the sum of the distortion contributions of all code-blocks of

the image at the coding level c; and let △Dc
Lj

= Dc+1
Lj
−Dc

Lj
be the sum of the distortion

contributions of all code-blocks belonging to the resolution level Lj at the coding level c.

We consider the distortion contribution of each resolution level in percentage between

the bit-rates at which the coding performance of both methods coincides. This is, con-

sidering the scanning of a coding level with coding passes of type SPP or considering

two consecutive coding levels with coding passes of type MRP and CP. If △Dc+1,c =

△Dc+1 +△Dc, the following expression summarizes this percentage computation

Cc
Lj

=











































△Dc
Lj

△Dc
if c mod 3 = 2 (SPP coding pass)

△Dc
Lj

△Dc,c−1
if c mod 3 = 1 (MRP coding pass)

△Dc
Lj

△Dc+1,c
if c mod 3 = 0 (CP coding pass)

.
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Table 5.1 shows the percentages Cc
Lj

for the Cafeteria image. The resolution levels

that have the greatest contributions are emphasized in bold font, and the right most column

shows the bit-rate achieved at the end of each coding level.

Table 5.1: Percentage of the distortion contribution of each coding and resolution level.

cod. level L0 L1 L2 L3 L4 L5 bit-rate

33 (CP) 99.13 % 0.87 %

32 (SPP) 96.59 % 3.41 %

31 (MRP) 27.15 % 0.76 %

30 (CP) 9.98 % 52.74 % 9.31 %

29 (SPP) 50.36 % 39.80 % 9.84 %

28 (MRP) 12.62 % 2.98 % 0.57 %

27 (CP) 0.14 % 25.45 % 44.86 % 13.22 % 0.14 %

26 (SPP) 7.65 % 33.10 % 42.50 % 16.29 % 0.47 % < 0.001 bps

25 (MRP) 4.22 % 2.63 % 2.63 % 1.00 % 0.03 % 0.013 bps

24 (CP) 0.00 % 4.64 % 21.01 % 40.75 % 22.97 % 0.12 % 0.015 bps

23 (SPP) 0.93 % 9.70 % 24.64 % 36.83 % 27.46 % 0.44 % 0.03 bps

22 (MRP) 1.39 % 1.58 % 2.49 % 2.89 % 2.08 % 0.02 % 0.06 bps

21 (CP) 0.00 % 0.36 % 4.60 % 21.82 % 48.78 % 13.99 % 0.11 bps

20 (SPP) 0.15 % 2.37 % 10.13 % 26.51 % 43.56 % 17.28 % 0.18 bps

19 (MRP) 0.66 % 1.10 % 2.38 % 4.25 % 5.82 % 1.89 % 0.20 bps

18 (CP) 0.00 % 0.04 % 0.74 % 7.04 % 30.89 % 45.18 % 0.30 bps

17 (SPP) 0.03 % 0.73 % 3.97 % 14.56 % 39.42 % 41.30 % 0.46 bps

16 (MRP) 0.50 % 1.01 % 2.72 % 6.38 % 11.84 % 9.07 % 0.51 bps

15 (CP) 0.00 % 0.01 % 0.18 % 2.15 % 14.77 % 51.37 % 0.64 bps

14 (SPP) 0.01 % 0.31 % 1.87 % 8.72 % 30.40 % 58.69 % 0.90 bps

13 (MRP) 0.37 % 0.88 % 2.76 % 7.55 % 17.66 % 21.24 % 1.02 bps

12 (CP) 0.00 % .02 % 0.08 % 0.85 % 7.26 % 41.34 % 1.14 bps

11 (SPP) 0.00 % 0.14 % 1.04 % 5.53 % 23.76 % 69.53 % 1.49 bps

10 (MRP) 0.26 % 0.68 % 2.27 % 6.96 % 19.05 % 32.21 % 1.70 bps

9 (CP) 0.00 % 0.01 % 0.08 % 0.54 % 5.05 % 32.88 % 1.85 bps

8 (SPP) 0.00 % 0.09 % 0.60 % 3.76 % 19.74 % 75.82 % 2.29 bps

7 (MRP) 0.18 % 0.49 % 1.77 % 6.00 % 18.62 % 41.07 % 2.63 bps

6 (CP) 0.00 % 0.01 % 0.11 % 0.82 % 4.58 % 26.36 % 2.80 bps

5 (SPP) 0.00 % 0.06 % 0.44 % 2.91 % 16.83 % 79.76 % 3.34 bps
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4 (MRP) 0.15 % 0.44 % 1.60 % 5.96 % 20.82 % 57.42 % 3.84 bps

3 (CP) 0.00 % 0.00 % 0.01 % 0.10 % 0.88 % 12.62 % 3.94 bps

2 (SPP) 0.00 % 0.04 % 0.28 % 2.05 % 12.94 % 84.69 % 4.41 bps

1 (MRP) 0.13 % 0.39 % 1.51 % 5.77 % 21.54 % 69.05 % 5.08 bps

0 (CP) 0.00 % 0.00 % 0.00 % 0.00 % 0.03 % 1.58 % 5.12 bps

RESULTS: Cafeteria image of the corpus ISO 12640-1, gray scaled, size 2048x2560.

JPEG2000 CODING PARAMS.: 9/7 DWT 5 levels, derived quantization, 64x64 code-blocks, no

precincts, RESTART coding variation, 1 quality layer, LRCP progression. Lossy compression.

IMPLEMENTATION: BOI v1.2

Note that, within two consecutive coding levels containing coding passes of type MRP

and CP, the CP has usually greater distortion contributions than the MRP (apart from the

lowest coding levels). Note also that the distortion contribution is not well balanced among

coding levels and resolution levels: at high coding levels, the resolution levels that have the

greatest distortion contributions are the lowest ones, while at low coding levels, the highest

resolution levels have the greatest distortion contributions. In order to see this unbalanced

distribution better, Table 5.2 evaluates the distortion contribution in percentage per bit-

planes and grouping the resolution levels L0,L1,L2,L3 and the resolution levels L4,L5. In

this Table, from bit-plane 6 onwards the greatest distortion contributions are situated at the

highest resolution levels.

5.2 Development of the ROC rate control method

Based on the previous analysis and on practical experimentation, we propose minor modifi-

cations to the CPI algorithm to improve its coding performance. All the features of CPI are

still maintained and therefore the new rate control method has exactly the same properties

as CPI.

Tables 5.1 and 5.2 suggest that, at high coding levels, the scanning order followed by

CPI is already correct. Therefore, from Cmax to Cmed (defined below) the new algorithm
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Table 5.2: Percentage of the distortion contribution of each coding level grouping resolution

levels.
∑

L0,L1,L2,L3

∑

L4,L5

Bit-plane {cod. levels} bit-rate

11 {33} 100.00 % 0.00 %

10 {32, 31, 30} 100.00 % 0.00 %

9 {29, 28, 27} 99.92 % 0.08 %

8 {26, 25, 24} 85.11 % 14.89 % 0.014 bps

7 {23, 22, 21} 50.73 % 49.27 % 0.11 bps

6 {20, 19, 18} 28.31 % 71.69 % 0.30 bps

5 {17, 16, 15} 17.06 % 82.94 % 0.64 bps

4 {14, 13, 12} 11.40 % 88.60 % 1.14 bps

3 {11, 10, 9} 8.09 % 91.91 % 1.85 bps

2 {8, 7, 6} 6.35 % 93.65 % 2.80 bps

1 {5, 4, 3} 5.50 % 94.50 % 3.94 bps

0 {2, 1, 0} 6.32 % 93.68 % 5.12 bps

Same coding parameters as in Table 5.1

follows the same scanning order as CPI. With the aim to include first the code-blocks that

have the greatest distortion contributions, from Cmed to Cmin the new algorithm scans the

resolution levels from LL to L0. In each resolution level, the code-blocks belonging to

the HH subband are encoded first and then the code-blocks belonging to the {LH,HL}

subbands are encoded in an interleaved way. When scanning a coding level with coding

passes of type MRP and c > 1, the encoding of a MRP is concatenated by the CP of the

same code-block. The resulting algorithm is named Reverse subband scanning Order and

coding passes Concatenation (ROC), and is formulated in Table 5.3.

If we would consider the analysis of Table 5.2, Cmed would be set to the coding level

where the resolution levels L4,L5 have the largest distortion contributions, i.e. at bit-plane

6, setting Cmed = 17. In terms of bit-rate, this usually happens when reaching 0.3 or 0.4

bps. However, the distortion analysis of this Table is based on distortion measures based

on the original image, which are not available once the code-stream has been constructed.
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Therefore we must use some other measure. Experimental evidence suggests that a suitable

measure is the number of code-blocks that belong to the highest resolution level and have

to be encoded in the current coding level: Cmed is set to that coding level which encodes, at

least, 55% of the code-blocks belonging to LL.

Table 5.3: The Reverse subband scanning Order and coding passes Concatenation (ROC)

algorithm.

set bitRate← 0

for each coding level c from Cmax to Cmed do

follow the CPI algorithm

endfor

while (c ≥ 0) do

for each resolution level Lj from j = L to 0 do

set sOrder =

{

[LL] if j = 0

[HH, {HL, LH}] if j > 0

for each subband bj,s with s = sOrder do

for each code-block Bi ∈ bj,s do

if (c mod 3 = 2 OR c = 1, 0) then

ENCODE coding pass Pc
i

set bitRate← bitRate + length(Pc
i )

set c← c - 1

else

ENCODE coding pass Pc
i ,P

c−1
i

set bitRate← bitRate + length(Pc
i ) + length(Pc−1

i )

set c← c - 2

endif

if bitRate ≥ targetBitRate then

STOP encoding

endif

endfor

endfor

endfor

endwhile

As we can see in Graphic 5.2, the coding performance of CPI is highly improved when

applying the modifications of ROC. In order to evaluate the coding performance gain that
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Same coding parameters as in Graphic 5.1

Graphic 5.2: Detailed coding performance evaluation of CPI and ROC compared to PCRD.

each one of these modifications supply, Graphic 5.3 depicts the coding performance ob-

tained when applying each modification separately and along the complete bit-rate range,

i.e. without applying the CPI at low bit-rates. Note that these modifications applied sepa-

rately slightly improve the coding performance.

5.3 Experimental results

This experimental section shows the same experiments as in Section 4.3, comparing ROC

to CPI and to the use of quality layers. Graphic 5.4 depicts the coding performance ob-

tained by ROC and CPI for the images of the corpus ISO 12640-1. ROC almost always

improves the coding performance of CPI and, in average (see Graphic 5.5), ROC enhances

in a 40% the coding performance of CPI. Unfortunately, in some cases ROC not only does

not improve the coding perfromance of CPI, but it also decreases it. The worst case is the
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Graphic 5.3: Detailed coding performance evaluation of CPI and three CPI modifications,

compared to PCRD.

Orchid image: at 2.66 bps ROC is 0.12 dB worse than CPI.

In these graphics we also appreciate a curious result. In some images, for instance in

Musicians or Candle, and for very low compression factors, the coding performance of

ROC improves the coding performance achieved by the optimal PCRD method. This only

happens when ROC encodes the coding passes of the lowest coding levels, i.e. c = 1

or c = 0 and we think that it may be caused by the bias reconstruction parameter of the

dequantization process (see Section 2.2.6 –page 34–), which can produce small variations

on the reconstructed image. When using a reconstruction parameter of γ = 1
2
, these curious

results do not appear and PCRD always obtains better results than ROC.
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RESULTS: images of the corpus ISO 12640-1, gray scaled, size 2048x2560. 600 control points.

JPEG2000 CODING PARAMS.: 9/7 DWT 5 levels, derived quantization, 64x64 code-blocks, no

precincts, RESTART coding variation, 1 quality layer, LRCP progression. Lossy compression. Tar-

geted bit-rates and single quality layer for PCRD.

IMPLEMENTATIONS: PCRD - Kakadu v4.5, CPI/ROC - BOI v1.2

Graphic 5.4: Coding performance evaluation of CPI and ROC compared to PCRD.
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20 LOGARITHMIC QUALITY LAYERS
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CPI
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Av. PSNR diff. - CPI: -0.113 dB (0.001 to 1 bps) -0.122 dB (total)

Av. PSNR diff. - ROC: -0.096 dB (0.001 to 1 bps) -0.074 dB (total)

Av. PSNR diff. - 20 logarithmic quality layers: -0.129 dB (0.001 to 1 bps) -0.638 dB (total)

Av. PSNR diff. - 40 equivalent (3 ranges) quality layers: -0.093 dB (0.001 to 1 bps) -0.058 dB (total)

RESULTS: average of corpus ISO 12640-1, gray scaled, size 2048x2560. 600 control points.

JPEG2000 CODING PARAMS.: 9/7 DWT 5 levels, derived quantization, 64x64 code-blocks, no

precincts, RESTART coding variation, LRCP progression. Lossy compression. Targeted bit-rates

and single quality layer for PCRD.

IMPLEMENTATIONS: PCRD/LAYERS - Kakadu v4.5, CPI/ROC - BOI v1.2

Graphic 5.5: Coding performance evaluation of CPI, ROC and the best strategies of quality

layers allocation compared to PCRD.



Chapter 6

Rate control by the characterization of

the rate-distortion slope

In this chapter we introduce a rate control method based on the Characterization

of the Rate-Distortion slope (CoRD). This characterization uses the coding level,

the subband and the number of magnitude bit-planes of the code-block in order to

estimate the rate-distortion slopes. CoRD shares the same features of CPI and

ROC, it obtains the best coding performance among them, and it solves some of

the drawbacks of ROC. Extensive experimental results comparing CPI, ROC and

CoRD are supplied in the last section of this chapter.

It is foreseen to submit this research to a journal after the public defense of this

dissertation.

6.1 Introduction

The main goal of ROC is to improve the results of CPI in order to achieve a regular coding

performance among all bit-rates. Although this goal has been achieved, ROC has two

objectionable points. The first point is related with the theoretical approach used to explain

111
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the unbalanced distribution of the distortion contributions among resolution and coding

levels, introduced in Section 5.1 and expounded in Tables 5.1, 5.2 –page 103–. These

tables show the distortion contribution of each resolution level among the coding levels

using a percentage based exclusively on the MSE. This percentage is computed as

Cc
Lj

=
△Dc

Lj

△Dc

where △Dc denotes the distortion contribution (i.e. △Dc = Dc+1 − Dc) of all code-

blocks at the coding level c, and△Dc
Lj

denotes the distortion contribution of all code-blocks

belonging to the resolution level Lj at the coding level c.

Note that this approach does not take into account the number of coefficients contained

at each resolution level. This is, the lowest resolution levels contain less coefficients be-

cause they have smaller sizes than the highest resolution levels. This causes that the greatest

percentages of MSE are commonly found at the highest resolution levels just because, at the

same coding level, they include more coefficients than the lowest resolution levels. Only

at the highest coding levels, when the coefficients of the highest resolution levels are not

included yet, the lowest resolution levels have the largest percentages of MSE.

One might expect that this approach could have been better approximated if it had con-

sidered the number of coefficients belonging to each resolution level or, following the rate-

distortion approach of the PCRD method, if it had considered the increment in bit-rate

of the code-stream generated for each coding level. The consideration of the number of

coefficients could be expressed as

C ′c
Lj

=
△Dc

Lj
/QLj

△Dc/Q

where Q stands for the number of coefficients of the image and QLj
stands for the number

of coefficients belonging to the resolution level Lj . The same for the bit-rate increment at

each coding level,

C ′′c
Lj

=
△Dc

Lj
/△Rc

Lj

△Dc/△Rc
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where△Rc
Lj

stands for the bit-rate increment at coding level c for those coding passes be-

longing to the resolution levelLj , and△Rc stands for the bit-rate increment of the complete

coding level c. Both C ′c
Lj

and C ′′c
Lj

express a rate-distortion measure. Table 6.1 compares

Cc
Lj

, C ′c
Lj

and C ′′c
Lj

at some coding levels of the Cafeteria image. For C ′c
Lj

and C ′′c
Lj

, the

greatest percentages are found at other resolution levels than the highest ones and nor C ′c
Lj

neither C ′′c
Lj

justify the concatenation of coding passes of type MRP with CP. Studying all

the whole tables, we conclude that these approaches do not explain either the distortion, or

rate-distortion, contributions among resolution and coding levels.

Table 6.1: Percentage of the rate-distortion contribution of each coding and resolution level

using three measures.

cod. level L0 L1 L2 L3 L4 L5

Cc
Lj

17 (SPP) 0.03 % 0.73 % 3.97 % 14.56 % 39.42 % 41.30 %

16 (MRP) 0.50 % 1.01 % 2.72 % 6.38 % 11.84 % 9.07 %

15 (CP) 0.00 % 0.01 % 0.18 % 2.15 % 14.77 % 51.37 %

C ′c
Lj

17 (SPP) 0.75 % 21.23 % 28.88 % 26.51 % 17.94 % 4.70 %

16 (MRP) 14.60 % 29.42 % 19.87 % 11.63 % 5.40 % 1.03 %

15 (CP) 0.01 % 0.22 % 1.29 % 3.93 % 6.74 % 5.86 %

C ′′c
Lj

17 (SPP) 7.15 % 20.88 % 19.63 % 18.23 % 17.58 % 16.53 %

16 (MRP) 3.08 % 9.09 % 9.26 % 9.86 % 10.79 % 12.43 %

15 (CP) 1.31 % 3.38 % 9.90 % 10.55 % 10.71 % 9.63 %

RESULTS: Cafeteria image of the corpus ISO 12640-1, gray scaled, size 2048x2560.

JPEG2000 CODING PARAMS.: 9/7 DWT 5 levels, derived quantization, 64x64 code-

blocks, RESTART coding variation. Lossy compression.

IMPLEMENTATION: BOI v1.2

The second objectionable point of ROC is the algorithm formulation using three differ-

ent scanning orders: at high coding levels the scanning order is the same one used in CPI,

then it is slightly modified changing the resolution level order and concatenating MRP and

CP, and at the lowest bit-plane this concatenation is not performed. The change from the

first scanning order to the second one is based on practical experimentation, but in some

cases it may not work appropriately. For example, when encoding small images or when
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retrieving a WOI, the 55% of the code-blocks belonging to LL can represent just a few

code-blocks, causing an inappropiate change from one scanning order to the other one. Be-

sides, the first two scanning orders are pretty different and the change between them is quite

sharp. It is reasonable to think that it might exist a smooth way to do this change.

These two objectionable points have motivated the research presented in this chapter.

We introduce a new approach that better explains the rate-distortion contributions of reso-

lution levels among coding levels, based on the characterization of the rate-distortion slope

of code-blocks. As well as CPI and ROC, the rate control developed using this characteri-

zation fulfills the requirements set in Section 4.1 and improves the coding performance of

ROC, solving the drawbacks pointed above.

6.2 Optimal scanning order

In short, the main difference between ROC and the rate control method introduced in this

chapter is that the latter also takes into account the number of magnitude bit-planes of

each code-block. Let us discuss this statement. The scanning orders of CPI and ROC are

based on the subbands. This means that their scanning orders are defined just considering

the subbands of the image but, within each subband, CPI and ROC do not perform any

distinction among the code-blocks that the subband contains. However, the decoding of the

packet headers (needed for both CPI and ROC), also allows the identification of the number

of magnitude bit-planes of each code-block. This information is used in the rate control

method presented here to distinguish differences among the code-blocks of a subband.

We use an approach similar to the optimal PCRD method, performing the same oper-

ations, but estimating, instead of actually computing, the rate-distortion slope of the code-

blocks. All coding levels of code-blocks belonging to the same subband and with the same

number of magnitude bit-planes are estimated with the same rate-distortion slope, thus they

are grouped in a so-called code-block set. Each code-block set is identified by bj,g and K,

where K stands for the number of magnitude bit-planes of the code-blocks and bj,g denotes

the resolution level and subband to which the code-blocks belong, with j = Lj and with g
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according to

g =











0 if subband = {LL,HL,LH}

1 if subband = {HH}
.

We do not make distinctions among code-blocks of subbands {HL,LH} because these

subbands contain, theoretically, the same type of information. More precisely, the subbands

{HL,LH} of the same resolution level share the same quantization step size (which is

usually the L2norm of the subband), therefore the signal difference among them just corre-

sponds to the characteristics of the image, depending on the vertical and horizontal details.

It is clear that an interleaving-based rate control method can not make any distinction.

This type of subband grouping is also used in Masuzaki [65]. The inclusion of the

subband LL in this group is for the sake of simplicity, since LL is also distinguished by the

resolution level (i.e., when j = 0). We refer to the code-blocks with the same bj,g, K as the

set of code-blocks G.

In order to attain a target bit-rate, the same operations performed by the PCRD are ap-

plied using the rate-distortion slope estimations of the code-block sets. This is, the convex

hull identifies the feasible truncation points of each G and then a generalized Lagrange

multiplier is applied. As the reader probably has already noticed, the problem here is how

to fairly estimate the rate-distortion slopes of each code-block set. This estimation is per-

formed using the characterization of the rate-distortion slope introduced in the following

section. However, before using this characterization, we first evaluate the coding perfor-

mance that can be obtained when using the actual rate-distortion slopes, in order to validate

this approach from a theoretical point of view.

The use of actual rate-distortion measures is simple. First, the bit-rate and distortion of

each G is computed for every coding level. Following the notation introduced in Section 5.1,

Dc
i stands for the distortion of code-block Bi at coding level c and is computed as

Dc
i = w2

bi

∑

k∈Bi

(yi[k]− ŷc
i [k])2
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and here Dc
G stands for the sum of distortions of the code-blocks belonging to the set G, this

is

Dc
G =

∑

Bi∈G

Dc
i .

Let Rc
i be the bit-rate of the code-stream generated for the code-block Bi at the coding

pass Pc
i , and Rc

G be the sum of these bit-rates for the code-blocks belonging to the set G.

Then, the slope of each set of code-blocks is computed as

Sc
G =
△Dc

G

△Rc
G

=
Dc+1

G −Dc
G

Rc
G −Rc+1

G

.

After the identification of the feasible truncation points, the search of the optimal trun-

cation points for a specified target bit-rate can be performed straightforward. We name this

rate control method Theoretic optimal Scanning Order (TSO), noting that its interest is only

from a theoretic point of view, since it can only be applied at encoding time.

Graphic 6.1 depicts the coding performance achieved with ROC and TSO, compared to

the PCRD method when encoding the Fruit Basket image. As expected, at almost all bit-

rates the coding performance of TSO is better than the one obtained with ROC. The results

for the other images of the corpus ISO 12640-1 are similar, which validates this approach.

6.3 Development of the CoRD rate control method

6.3.1 Characterization of the rate-distortion slope

To obtain a coding performance similar to the obtained with TSO, we need to properly

estimate the rate-distortion slope of the code-block sets. As Yeung and Au state, to find a

good model for all images is a challenging problem [110]: ”Model based rate allocation is

an attractive approach for fast rate control as it can provide the optimal quality when the

coefficients follow the model assumption. However, the major drawback is the degree of

model accuracy. It is unlikely that we can find a model that is good for all images.”.
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RESULTS: Fruit Basket image of the corpus ISO 12640-1, gray scaled, size 2048x2560. 2000

control points.

JPEG2000 CODING PARAMS.: 9/7 DWT 5 levels, derived quantization, 64x64 code-blocks, no

precincts, RESTART coding variation, 1 quality layer, LRCP progression. Lossy compression. Tar-

geted bit-rates and single quality layer for PCRD.

IMPLEMENTATIONS: PCRD - Kakadu v4.5, ROC/TSO - BOI v1.2

Graphic 6.1: Detailed coding performance evaluation of ROC and TSO compared to PCRD.

The rate-distortion slope is a measure which reflects the efficiency achieved by the

sample data coding stage when encoding each coding pass. Therefore, if we want to develop

a fair characterization, we have to go beyond the rate-distortion slope itself, looking for the

causes that change this efficiency and focusing our attention on the coding levels of the

code-block sets.

Concatenation of coding passes

We begin from what we already know. Considering the lowest and greatest rate-distortion

slope of all code-blocks of the image at the same coding level c, referred to as Sc
min and

Sc
max respectively, from CPI and ROC we know that these slopes satisfy the condition

Sc+1
min > Sc

max > Sc
min > Sc−1

max (condition 1)
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when c denotes the coding level containing coding passes of type SPP. However, the first

main modification of ROC with respect to CPI is that ROC concatenates the coding pass of

type MRP with the consecutive coding pass of type CP of all code-blocks from a particular

coding level onwards. This means that, if c denotes the coding level MRP, we can only

assure that

Sc+1
min > Sc−1

max ≥ Sc
max > Sc

min ≥ Sc−1
min > Sc−2

max (condition 2).

For coding passes of type SPP, condition 1 coincides with the study presented in [100,

Chapter 8.3.3], that concludes that the best order for the coding passes is [SPP, MRP,

CP ]. However, for coding passes of type MRP and CP, condition 2 does not coincide with

this study, and the approach used in ROC is not conclusive either.

We explain the concatenation expressed by condition 2 due to the great difference in the

distortion decrement between the encoding of a significant coefficient and the encoding of

a refinement coefficient, compared to the small difference in the bit-rate increment between

the encoding of a significant coefficient and the encoding of a refinement coefficient. For

instance, the model used in Vikram [103] (which is derived from [53]) estimates the decre-

ment in distortion and increment in bit-rate of a code-block at the bit-plane p according

to

△D = (Nsig + 0.25 ·Nref) · (2
p)2 △R = 2 ·Nsig + Nref + Ninsig

where Nsig, Nref, Ninsig denote, respectively, the number of significant, refinement and in-

significant coefficients at bit-plane p (p = 0 denotes the lowest bit-plane). Note that the

encoding of a significant coefficient decreases the distortion in an exponential way, caus-

ing that the differences in distortion between the encoding of a significant coefficient and a

refinement coefficient are meaningful, specially at high bit-planes. On the other hand, the

increment on the bit-rate is lineal, and the differences in distortion between the encoding of

a significant coefficient and a refinement coefficient are not that large.

Besides, this model does not consider that the MQ-coder reduces the increment in bit-

rate, specially for coding passes of type SPP and CP. In addition, this model does not

distinguish either between coding passes type. If we take into account that the run mode of



6.3. DEVELOPMENT OF THE CORD RATE CONTROL METHOD 119

CP can encode four insignificant coefficients in a single bit, this model might calculate the

decrement in distortion and increment in bit-rate for coding passes of type MRP and CP as

△DMRP = (0.25 ·Nref) · (2
p)2 △RMRP = Nref

△DCP = Nsig · (2
p)2 △RCP = 2 ·Nsig + 0.25 ·Ninsig

Through these estimations, we can calculate when the rate-distortion slope of coding

passes of type CP, referred to as SCP , is greater than the rate-distortion slope of coding

passes of type MRP, referred to as SMRP , by

SCP > SMRP ≡
△DCP

△RCP
>
△DMRP

△RMRP
→ Nsig > 0.125 ·Ninsig

inferring that SCP > SMRP when at least 12.5% of the coefficients encoded in a coding

pass of type CP are significant. Apart from at the highest bit-planes, this happens quite

often, as we can see in Table 6.2 for the Musicians image. This approach perfectly fits with

the scanning order followed by ROC, which concatenates MRP with CP from a particular

coding level onwards.

Table 6.2: Percentage of significant coefficients encoded in coding passes of type CP at

different bit-planes, in average for different code-block sets.

b3,0 b3,1 b4,0 b4,1 b5,0 b5,1

bit-plane K=9 K=8 K=7 K=7 K=6 K=6

8 1.00 %

7 1.33 % 0.36 %

6 1.15 % 1.15 % 0.11 % 0.43 %

5 2.39 % 1.84 % 1.80 % 2.00 % 0.59 % 0.29 %

4 10.05 % 15.83 % 14.30 % 13.91 % 7.51 % 3.33 %

3 17.84 % 27.84 % 22.51 % 23.47 % 16.75 % 12.47 %

2 22.86 % 30.00 % 26.24 % 17.15 % 17.13 % 15.55 %

1 41.43 % 25.87 % 75.00 % 30.56 % 20.77 % 22.97 %

0 - - - 50.00 % 32.95 % 39.81 %

RESULTS: Musicians image of the corpus ISO 12640-1, gray scaled, size

2048x2560.

JPEG2000 CODING PARAMS.: 9/7 DWT 5 levels, expounded quantiza-

tion using L2norms, 64x64 code-blocks, RESTART coding variation.

IMPLEMENTATION: BOI v1.2
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The balloon effect

The second main modification of ROC with respect to CPI is that ROC changes the scan-

ning order of the resolution levels and subbands. To explain this change, we consider the

following assumption: the coding passes that encode the largest number of significant co-

efficients have the greatest rate-distortion slope values. This assumption is based on the

meaningful difference between the large decrement in distortion compared to the small in-

crement in bit-rate when a significant coefficient is encoded. For coding passes of type SPP

and CP, the rate-distortion model proposed in Vikram [103] estimates this according to

△D = Nsig · (2
p)2 △R = 2 ·Nsig + Ninsig

and, although the encoding of a significant coefficient increases twice the bit-rate of the

encoding of an insignificant coefficient, △D is decremented by (2p)2! Therefore, it is

expected that, as more significant coefficients are encoded in a coding pass, greater its rate-

distortion slope is, specially at high bit-planes. This causes that, at the same coding level,

the code-blocks that have the largest number of significant coefficients, have the greatest

rate-distortion slopes. Similar assumptions are also used in Qin [75] with the aim to esti-

mate the rate-distortion slope by using the number of significant and refinement coefficients

at each bit-plane.

Our goal is to identify the number of significant coefficients encoded at each coding

level of a code-block. We focus our attention on the code-blocks of one subband, distin-

guishing the magnitude bit-planes of each code-block. Table 6.3 shows the average number

of significant coefficients encoded at each bit-plane for the code-blocks belonging to the

subband b3,0 of the Candle image, grouped by the coding pass type (SPP or CP).

It is worth noting two issues in this table. The first one is that, for coding passes of

type CP, the number of significant coefficients encoded at each bit-plane increases from

the first to the third highest bit-plane, and then decreases progressively until reaching the

lowest bit-plane. The same for coding passes of type SPP, but the increase is from the first

to the sixth (or seventh) highest bit-plane. We can see this as a balloon, where the width
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Table 6.3: Average number of significant coefficients encoded in each bit-plane of the code-

block sets in subband b3,0.

CP SPP

bit-plane K=11 K=10 K=9 K=11 K=10 K=9

10 1

9 23 15 5

8 238 110 27 68 25

7 118 159 129 392 195 50

6 53 112 163 418 451 266

5 71 77 125 505 583 507

4 94 55 82 609 621 646

3 16 27 33 616 550 669

2 1 10 11 403 421 514

1 0 9 8 198 282 365

0 0 1 1 139 184 240

RESULTS: Candle image of the corpus ISO 12640-1, gray

scaled, size 2048x2560.

JPEG2000 CODING PARAMS.: 9/7 DWT 5 levels, ex-

pounded quantization using L2norms, 64x64 code-blocks,

RESTART coding variation.

IMPLEMENTATION: BOI v1.2

represents the number of significant coefficients encoded at the bit-plane (see Figure 6.1).

The consequence of this issue is that, from a particular bit-plane onwards, at the same bit-

plane the code-blocks that have the largest number of significant coefficients are those ones

that have less magnitude bit-planes. This can be appreciated in Table 6.3 from bit-plane 6

and below for coding passes of type CP and from bit-plane 4 and below for coding passes

of type SPP.

The second remarkable issue of this Table is that the number of significant coefficients at

the highest bit-plane depends on the magnitude bit-planes of the code-block. This is, at their

highest bit-plane, the code-blocks that encode more number of significant coefficients are

those ones which have the lowest number of magnitude bit-planes. In Table 6.3 this relation

is always respected. The consequence of this issue is that the code-blocks with a lower

number of magnitude bit-planes increase the number of encoded significant coefficients
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Figure 6.1: The balloon effect.

faster than those code-blocks that have a larger number of magnitude bit-planes. Figure 6.1

depicts this as the shape of the balloon: the shorter the balloon is, the wider it is in the

middle. We call these issues the balloon effect.

On the other hand, the code-blocks belonging to the subbands of the lowest resolution

levels have greater quantization weights than the code-blocks belonging to the highest res-

olution levels, i.e. the L2norm of the lowest resolution levels is greater than the L2norm

of the highest resolution levels. Therefore, the code-blocks of the lowest resolution levels

have more magnitude bit-planes than the code-blocks of the highest resolution levels. Fig-

ure 6.2 depicts this fact by the height of two code-blocks belonging to subbands HH3 and

HH1. Notice the consequence of this fact combined with the balloon effect: at the highest

bit-planes, the best scanning order is achieved when starting at the lowest resolution levels

but, from a particular bit-plane onwards, the best scanning order is achieved when starting

from the highest resolution levels, just because from that bit-plane onwards the highest res-

olution levels have, in average, more significant coefficients, and therefore it is expected

that they have the greatest rate-distortion slopes.



6.3. DEVELOPMENT OF THE CORD RATE CONTROL METHOD 123

Figure 6.2: The balloon effect among different subbands.

We explain why the balloon effect occurs as follows. First, we know that the largest

number of significant coefficients are usually found at high bit-planes, specially for coding

passes of type CP. This could be caused for the application of the high-pass filter of the

DWT, which sets most coefficients of a subband to a null value, apart from the areas where

high frequencies are detected. These high frequencies areas usually have large values con-

centrated in the same spatial locations. Second, the scan performed in coding passes of

type CP visits almost all the coefficients of the code-block at the highest bit-planes, there-

fore, it is expected that it discloses these areas of high frequencies. The more significant

coefficients the CP encodes, the less coefficients at the following bit-plane it visits, and

consequently the less significant coefficients it encodes. At the lowest bit-planes, almost all

the coefficients still insignificant are neighbours of already significant coefficients, so while

CP does not visit almost any coefficient, the SPP encodes all the coefficients of the medium

and lowest bit-planes. This also explains why the balloon effect is more emphasized in

coding passes of type CP than in coding passes of type SPP.

Although the balloon effect is observed in all the subbands of an image, the subband LL

is completely different. We believe this is caused due to its content, which is the response
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to the low-pass filter of the DWT, whereas all the other subbands are combinations of low-

pass and high-pass filters. However, since the LL subband only contains a small number

of code-blocks, for simplicity we do not consider LL differently in the characterization of

the rate-distortion slope. Experimental evidence indicates that to consider this subband as

a separate case does not improve significantly the coding performance.

6.3.2 Algorithm

We formulate the characterization of the rate-distortion slope as

Sc
G =























c + FSPP if c mod 3 = 2 (SPP coding passes)

c + FMRP if c mod 3 = 1 (MRP coding passes)

c + 1 + FCP if c mod 3 = 0 (CP coding passes)

and, in order to fulfill the condition Sc+1
min > Sc

max introduced in the previous section, we

restrict the values to F{SPP |MRP |CP} = [0, 1). In order to assure that the coding passes of

type MRP are concatenated with the consecutive coding pass of type CP, we set FMRP = 0

except for the MRP of the highest bit-plane, where FMRP = 0.99, reflecting the characteri-

zation of this coding pass type explained in the previous section. For coding passes of type

SPP and CP,F{SPP |CP} represents the balloon effect within each subband, and is calculated

as

F{SPP |CP} =











Finit · (Finc)
KS−p if p ≥ Kballoon

1− (Fdec · (Kballoon − p)) otherwise

where p denotes the bit-plane of the coding level c, and KS = K − 1 for CP coding passes

and KS = K − 2 for SPP coding passes. From the highest to the lowest bit-plane, this

expression increases the rate-distortion slope exponentially from bit-plane K − 1 to bit-

plane Kballoon, and decreases the rate-distortion lineally from Kballoon − 1 to 0. Kballoon is

set to the bit-plane that causes F{SPP |CP} ≥ 1, this is
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Kballoon = P such that 6 ∃ p > P, Finit · (Finc)
KS−p ≥ 1 .

The parameter Fdec sets the decreasing increment at each bit-plane and Finc the in-

creasing increment. Finit must reflect the rate-distortion slope initialization at the highest

bit-plane, in other words, the width of the top of the balloon. Good choices for these three

parameters are given in Table 6.4, where #K = Kmax − Kmin + 1 with Kmax and Kmin

denoting the maximum and minimum K of the subband to which G belongs respectively.

These choices have been determined experimentally through a benchmark that con-

siders the images of the corpora used in the following experimental section. The results

suggest that: 1) Finit should be lower as larger is the number of magnitude bit-planes of

the code-block set, being 0.075 and 0.05 the largest values for coding passes of type CP

and SPP respectively, 2) Finc needs to be set larger for coding passes of type CP than for

coding passes of type SPP. These points coincide with the characterization explained above.

Fdec has been adjusted for a lineal decreasing without reaching a null value. Experience

indicates that slight variations on these parameters do not penalize the coding performance.

Table 6.4: Choices of parameters Finit, Finc and Fdec.

FCP FSPP

Finit =
0.075

#K
· (Kmax −K + 1) Finit =

0.05

#K
· (Kmax −K + 1)

Finc = 10 Finc = 4

Fdec =
1

Kballoon + 2
Fdec =

1

Kballoon + 2

Table 6.5 shows the rate-distortion slope estimations calculated through this characteri-

zation. For the sake of simplicity, the code-block sets depicted in this example corresponds

to the popular Lena image (size 512x512, gray-scaled) when 2 DWT levels are applied,

since examples for images of the ISO 12640-1 corpus involves about 18 code-block sets. It

is worth noticing the smooth change that the scanning order follows when we track the in-

clusion of code-block sets (from the greatest rate-distortion slope to the lowest one): at the
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same coding level and at the highest bit-planes the scanning order includes first the code-

block sets from the lowest resolution levels, and then it progressively changes including

first the code-block sets from the highest resolution levels. This scanning order is similar

to the one followed by ROC, but without rough changes. We name this rate control method

as CoRD, standing for Characterization of the Rate-Distortion slope.

Table 6.5: Example of the rate-distortion slope characterization.
b0,0 b1,0 b1,1 b2,0 b2,1

(L0, LL) (L1, HL/LH) (L1, HH) (L2, HL/LH) (L2, HH)
cod. level K = 10 K = 9 K = 8 K = 8 K = 7 K = 8 K = 7 K = 7 K = 6 K = 5

27 (CP) 28.08

26 (SPP) 26.05

25 (MRP) 25.99

24 (CP) 25.75 25.04

23 (SPP) 23.2 23.03

22 (MRP) 22.0 22.99

21 (CP) 22.99 22.38 22.08 22.04 22.04

20 (SPP) 20.8 20.1 20.05 20.03 20.03

19 (MRP) 19.0 19.0 19.99 19.99 19.99

18 (CP) 19.88 19.99 19.75 19.38 19.08 19.38 19.08 19.03

17 (SPP) 17.99 17.4 17.2 17.1 17.05 17.1 17.05 17.02

16 (MRP) 16.0 16.0 16.0 16.0 16.99 16.0 16.99 16.99

15 (CP) 16.77 16.87 16.99 16.99 16.75 16.99 16.75 16.25 16.05

14 (SPP) 14.85 14.99 14.8 14.4 14.2 14.4 14.2 14.07 14.03

13 (MRP) 13.0 13.0 13.0 13.0 13.0 13.0 13.0 13.0 13.99

12 (CP) 13.66 13.74 13.85 13.85 13.99 13.85 13.99 13.99 13.5 13.08

11 (SPP) 11.7 11.82 11.99 11.99 11.8 11.99 11.8 11.27 11.13 11.05

10 (MRP) 10.0 10.0 10.0 10.0 10.0 10.0 10.0 10.0 10.0 10.99

9 (CP) 10.55 10.62 10.7 10.7 10.82 10.7 10.82 10.82 10.99 10.75

8 (SPP) 8.56 8.66 8.79 8.79 8.99 8.79 8.99 8.99 8.53 8.2

7 (MRP) 7.0 7.0 7.0 7.0 7.0 7.0 7.0 7.0 7.0 7.0

6 (CP) 7.43 7.49 7.56 7.56 7.66 7.56 7.66 7.66 7.79 7.99

5 (SPP) 5.42 5.49 5.59 5.59 5.74 5.59 5.74 5.74 5.99 5.8

4 (MRP) 4.0 4.0 4.0 4.0 4.0 4.0 4.0 4.0 4.0 4.0

3 (CP) 4.32 4.36 4.42 4.42 4.49 4.42 4.49 4.49 4.59 4.74

2 (SPP) 2.28 2.32 2.39 2.39 2.49 2.39 2.49 2.49 2.66 2.99

1 (MRP) 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0

0 (CP) 1.21 1.24 1.28 1.28 1.32 1.28 1.32 1.32 1.39 1.49

The algorithm of the rate control method CoRD is formulated in Table 6.6. The first

operation is to construct the code-blocks sets. The complete collection of the code-block

sets is denoted as Gi with 0 ≤ i < #G, with #G standing for the number of code-block sets

of the image. The second step of the algorithm is to estimate the rate-distortion slopes of

every Gi. The computation of the feasible truncation points of each Gi is based on the slope
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value, just discarding those points with Sc
Gi ≤ Sc−1

Gi and it is performed simultaneously with

the estimation of the rate-distortion slope. Then the algorithm searches the maximum slope

value and encodes the coding passes of that Gi, updating the bit-rate consecutively until the

specified target bit-rate is achieved.

Table 6.6: The Characterization of the Rate-Distortion slope (CoRD) algorithm.

CONSTRUCT code-block sets Gi

for each code-block set Gi from i = 0 to #G do

for each coding level c from c = Ki · 3− 2 to 0 do

set Sc
Gi ←











c + FSPP if c mod 3 = 2

c + FMRP if c mod 3 = 1

c + 1 + FCP if c mod 3 = 0

if Sc
Gi ≥ Sc+1

Gi then

DISCARD Sc+1
Gi as a feasible point

endif

endfor

endfor

set bitRate← 0

set currSc
Gi ← null

do

set currSc
Gi ← searchMaxSlope of Sc

Gi

for each coding pass P belonging to currSc
Gi do

ENCODE coding pass P
set bitRate← bitRate + length(P)

if bitRate ≥ targetBitRate then

STOP encoding

endif

endfor

while (currSc
Gi 6= null)

Notice that the algorithm performs a full search among all the slopes of the code-block

sets. This greedy approach can be used because the grouping of code-blocks widely reduces

the number of truncation points that we need to manage. In the PCRD method this step is

usually performed applying a bi-section search, although greedy algorithms have also been

used, for instance in {E}-IREC [116].
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Remark 6.3.1 The search among rate-distortion slopes is simplified by grouping code-

blocks in sets. The number of code-blocks considered by the PCRD method when encoding

the Cafeteria image (size 2048x2560, 5 DWT levels, code-block size of 64x64) is 1286;

CoRD considers 37 different code-block sets. With a code-block size of 32x32, PCRD

considers 5124 code-blocks; CoRD considers 52 different code-blocks sets.

The computational complexity of the CoRD method is negligible. The single operation

that is computationally demanding is the decoding of packet headers, when CoRD is used

in the decoding side, in order to know the magnitude bit-planes of code-blocks and the bit-

rates of coding passes. This operation usually takes less than 1% of the time employed to

decode a code-stream.

Graphic 6.2 compares the coding performance between TSO and CoRD. Note that

CoRD characterizes the rate-distortion slope practically as well as with the actual slope

values used in TSO. Graphic 6.3 depicts the coding performance obtained with CPI, ROC

and CoRD compared to optimal PCRD method for the Fruit Basket image. CoRD obtains

the best coding performance.
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Graphic 6.3: Detailed coding performance evaluation of CPI, ROC and CoRD compared

to PCRD.

6.4 Experimental results

We assess the coding performance of CPI, ROC, CoRD and the use of quality layers in four

experimental sections. Section 6.4.1 presents the same experiments as in the experimental

sections of CPI and ROC. Sections 6.4.2, 6.4.3 present the coding performance obtained

when using different JPEG2000 coding parameters and different image corpus respectively.

The coding performance obtained when extracting WOIs from a code-stream is presented

in Section 6.4.4. Section 6.4.5 shows the computational complexity reduction achieved

when applying CoRD to the coder and Section 6.4.6 provides a visual comparison.

6.4.1 Coding performance

Graphic 6.4 and Graphic 6.5 depict the coding performance of CPI, ROC and CoRD for

the corpus ISO 12640-1, in average and for each image respectively. CoRD improves the
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coding performance achieved by ROC in almost all images. Besides, in those images where

ROC obtains its worst results (see Orchid, for example), CoRD maintains a good coding

performance. Note that the coding performance of CoRD is almost always less than 0.1

dB worse than the PCRD method, while in some images ROC is 0.2 dB worse than PCRD.

The rough change among scanning orders of ROC is not observed in CoRD, which obtains

a similar coding performance in almost all bit-rates. The better regularity of CoRD with

respect to ROC is observed in the average of the eight images. Besides, compared to the

best strategies of quality layers allocation, CoRD obtains the best results in average.
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JPEG2000 CODING PARAMS.: 9/7 DWT 5 levels, derived quantization, 64x64 code-blocks, no

precincts, RESTART coding variation, LRCP progression. Lossy compression. Targeted bit-rates

and single quality layer for PCRD.

IMPLEMENTATIONS: PCRD/LAYERS - Kakadu v4.5, CPI/ROC/CoRD - BOI v1.2

Graphic 6.4: Coding performance evaluation of CPI, ROC, CoRD and the best strategies

of quality layers allocation compared to PCRD.
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RESULTS: images of the corpus ISO 12640-1, gray scaled, size 2048x2560. 600 control points.

JPEG2000 CODING PARAMS.: 9/7 DWT 5 levels, derived quantization, 64x64 code-blocks, no

precincts, RESTART coding variation, 1 quality layer, LRCP progression. Lossy compression. Tar-

geted bit-rates and single quality layer for PCRD.

IMPLEMENTATIONS: PCRD - Kakadu v4.5, CPI/ROC/CoRD - BOI v1.2

Graphic 6.5: Coding performance evaluation of CPI, ROC and CoRD compared to PCRD.
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6.4.2 Other coding parameters

The core coding system of JPEG2000 allows a large variety of coding parameters, but

changes on most of these parameters do not affect the coding performance achieved by

CPI, ROC or CoRD. Only the code-block size and the number of DWT levels can affect

the characterization performed in CoRD and, besides, in interactive image transmissions it

is usual to use code-block sizes of 32x32. Therefore we evaluate how the changes in these

parameters penalize the coding performance. We also evaluate the use of the Le Gall 5/3

filter-bank to assess the coding performance achieved by the lossless mode of JPEG2000.

Graphic 6.6 evaluates the coding performance achieved when using code-block sizes of

16x16, 32x32 and 64x64. ROC and CoRD work reasonably well for these code-block sizes,

although when using code-blocks of size 16x16 the coding performance is slightly penal-

ized. Graphic 6.7 depicts an evaluation of the coding performance for CPI, ROC, CoRD

and the use of quality layers when using code-block sizes of size 16x16 and size 32x32.

Code-blocks of size 32x32 achieve almost equivalent results as when using code-blocks of

size 64x64, but for code-blocks of 16x16 the coding performance is widely penalized by

the use of quality layers, whereas with CPI, ROC and CoRD it is maintained.
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RESULTS: images of the corpus ISO 12640-1, gray scaled, size 2048x2560. 600 control points.

JPEG2000 CODING PARAMS.: 9/7 DWT 5 levels, derived quantization, 64x64 / 32x32 / 16x16

code-blocks, no precincts, RESTART coding variation, 1 quality layer, LRCP progression. Lossy

compression. Targeted bit-rates and single quality layer for PCRD.

IMPLEMENTATIONS: PCRD - Kakadu v4.5, ROC/CoRD - BOI v1.2

Graphic 6.6: Coding performance evaluation of ROC and CoRD compared to PCRD when

using different code-block sizes.
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AVERAGE OF THE CORPUS ISO 12640-1

PCRD - 32x32
20 LOGARITHMIC QUALITY LAYERS - 32x32

40 EQUIVALENT (3 RANGES) QUALITY LAYERS - 32x32
CPI - 32x32

ROC - 32x32
CoRD - 32x32

Av. PSNR diff. - CPI: -0.157 dB (0.001 to 1 bps) -0.147 dB (total)

Av. PSNR diff. - ROC: -0.149 dB (0.001 to 1 bps) -0.102 dB (total)

Av. PSNR diff. - CoRD: -0.119 dB (0.001 to 1 bps) -0.074 dB (total)

Av. PSNR diff. - 20 logarithmic quality layers: -0.154 dB (0.001 to 1 bps) -0.676 dB (total)

Av. PSNR diff. - 40 equivalent (3 ranges) quality layers: -0.123 dB (0.001 to 1 bps) -0.151 dB (total)
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AVERAGE OF THE CORPUS ISO 12640-1

PCRD - 16x16
20 LOGARITHMIC QUALITY LAYERS - 16x16

40 EQUIVALENT (3 RANGES) QUALITY LAYERS - 16x16
CPI - 16x16

ROC - 16x16
CoRD - 16x16

Av. PSNR diff. - CPI: -0.230 dB (0.001 to 1 bps) -0.196 dB (total)

Av. PSNR diff. - ROC: -0.229 dB (0.001 to 1 bps) -0.158 dB (total)

Av. PSNR diff. - CoRD: -0.193 dB (0.001 to 1 bps) -0.137 dB (total)

Av. PSNR diff. - 20 logarithmic quality layers: -0.227 dB (0.001 to 1 bps) -0.898 dB (total)

Av. PSNR diff. - 40 equivalent (3 ranges) quality layers: -0.217 dB (0.001 to 1 bps) -0.445 dB (total)

RESULTS: average of corpus ISO 12640-1, gray scaled, size 2048x2560. 600 control points.

JPEG2000 CODING PARAMS.: 9/7 DWT 5 levels, derived quantization, 16x16 / 32x32 code-

blocks, no precincts, RESTART coding variation, LRCP progression. Lossy compression. Targeted

bit-rates and single quality layer for PCRD.

IMPLEMENTATIONS: PCRD/LAYERS - Kakadu v4.5, CPI/ROC/CoRD - BOI v1.2

Graphic 6.7: Coding performance evaluation of CPI, ROC, CoRD and the best strategies

of quality layers allocation compared to PCRD when using different code-block sizes.
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Graphic 6.8 evaluates the coding performance obtained with ROC and CoRD when

using 3, 5 and 7 DWT levels. Apart from at very low bit-rates, where it is usual that the use

of few DWT levels penalize the coding performance, the change in the number of DWT

levels does not affect the coding performance of the rate control methods.
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RESULTS: images of the corpus ISO 12640-1, gray scaled, size 2048x2560. 600 control points.

JPEG2000 CODING PARAMS.: 9/7 DWT 3/5/7 levels, derived quantization, 64x64 code-blocks,

no precincts, RESTART coding variation, 1 quality layer, LRCP progression. Lossy compression.

Targeted bit-rates and single quality layer for PCRD.

IMPLEMENTATIONS: PCRD - Kakadu v4.5, ROC/CoRD - BOI v1.2

Graphic 6.8: Coding performance evaluation of ROC and CoRD compared to PCRD when

using different DWT levels.

When encoding in lossless mode, the quantization stage does not weight the subbands,

therefore CPI, ROC and CoRD must simulate the subband weighting like for instance using

the techniques proposed by Bilgin et al. in [14], or by Long et al. in [59]. However, the

results are not as good as when the subband is weighted appropriately, as we can see in

Graphic 6.9. Besides, CoRD does not achieve the best results and, for some bit-rate, CPI is

even better than ROC and CoRD. These results would probably be improved changing the

values of Finit, Finc and Fdec for the rate control method CoRD, although it is clear that an

in-depth research should be performed.
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AVERAGE OF THE CORPUS ISO 12640-1

PCRD - lossless
20 LOGARITHMIC QUALITY LAYERS - lossless

40 EQUIVALENT (3 RANGES) QUALITY LAYERS - lossless
CPI - lossless

ROC - lossless
CoRD - lossless

Av. PSNR diff. - CPI: -0.307 dB (0.001 to 2 bps)

Av. PSNR diff. - ROC: -0.249 dB (0.001 to 2 bps)

Av. PSNR diff. - CoRD: -0.291 dB (0.001 to 2 bps)

Av. PSNR diff. - 20 logarithmic quality layers: -0.141 dB (0.001 to 2 bps)

Av. PSNR diff. - 40 equivalent (3 ranges) quality layers: -0.065 dB (0.001 to 2 bps)

RESULTS: average of corpus ISO 12640-1, gray scaled, size 2048x2560. 600 control points.

JPEG2000 CODING PARAMS.: 5/3 DWT 5 levels, 64x64 code-blocks, no precincts, RESTART

coding variation, LRCP progression. Lossless compression. Targeted bit-rates and single quality

layer for PCRD.

IMPLEMENTATIONS: PCRD/LAYERS - Kakadu v4.5, CPI/ROC/CoRD - BOI v1.2

Graphic 6.9: Coding performance evaluation of CPI, ROC, CoRD and the best strategies

of quality layers allocation compared to PCRD for lossless compression.

6.4.3 Other image corpora

We evaluate now the coding performance of the developed rate control methods using two

different image corpus, comprised of images belonging to the medical community and

to the remote sensing community. The corpus of medical images is compounded by six

monochrome (8 bps) images: one computed radiology, two mammographies and three ra-

diologies, depicted in Figure 6.3. The corpus of remote sensing images is compounded by

five monochrome images scaled to 8 bps: three images have been acquired in February 8,

2006 through the Thematic Mapper (TM) sensor of a Landsat-5 satellite, and two images

have been acquired in June 27, 2006 through the Haute Resolution Geometrique (HRG)

sensor of a Satellite Pour l’Observation de la Terre (SPOT-5). We have selected different

image regions including vegetation, cultivated areas and urban areas, depicted in Figure 6.4.
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CR1 (1720x2136) mamo1 (1914x2294) mamo2 (1914x2294)

radio1 (480x640) radio2 (1024x1024) radio3 (2700x3913)

Figure 6.3: Images of the medical corpus.

Landsat1 (blue, 2048x2048) SPOT1 (infrared, 2400x2400) SPOT2 (red, 2400x2400)

Landsat2 (blue, 3496x2240) Landsat3 (green, 2400x1600)

Figure 6.4: Images of the remote sensing corpus.
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In order to rapidly evaluate the coding performance of the rate control methods intro-

duced in this thesis we compute an average of all the images for each corpus, although the

images are acquired with different devices and have different sizes. Graphic 6.10 depicts

the average results obtained for the medical corpus. Surprisingly, CPI obtains better results

than ROC, specially at low bit-rates. We believe this is caused due to a wrong change from

the first scanning order to the second one. Graphic 6.11 depicts the average results for the

remote sensing corpus. Again, ROC presents a bad coding performance, which is outper-

formed by CPI and CoRD. Surprisingly, CPI is slightly better than CoRD from 0.001 to 1

bps, although the difference is only 0.001 dB.

These results shows the reliability of CoRD, since it usually improves, or at least main-

tains, the coding performance of CPI and/or ROC. As well as for the corpus ISO 12640-1,

in these image corpora CoRD achieves a better coding performance than the one obtained

with the analyzed strategies of quality layers allocation.
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AVERAGE OF THE MEDICAL CORPUS

PCRD
20 LOGARITHMIC QUALITY LAYERS

40 EQUIVALENT (3 RANGES) QUALITY LAYERS
CPI

ROC
CoRD

Av. PSNR diff. - CPI: -0.093 dB (0.001 to 1 bps) -0.097 dB (total)

Av. PSNR diff. - ROC: -0.137 dB (0.001 to 1 bps) -0.104 dB (total)

Av. PSNR diff. - CoRD: -0.069 dB (0.001 to 1 bps) -0.053 dB (total)

Av. PSNR diff. - 20 logarithmic quality layers: -0.136 dB (0.001 to 1 bps) -0.377 dB (total)

Av. PSNR diff. - 40 equivalent (3 ranges) quality layers: -0.135 dB (0.001 to 1 bps) -0.096 dB (total)

RESULTS: average of medical corpus, gray scaled images, different sizes. 600 control points.

JPEG2000 CODING PARAMS.: 9/7 DWT 5 levels, derived quantization, 64x64 code-blocks, no

precincts, RESTART coding variation, LRCP progression. Lossy compression. Targeted bit-rates

and single quality layer for PCRD.

IMPLEMENTATIONS: PCRD/LAYERS - Kakadu v4.5, CPI/ROC/CoRD - BOI v1.2

Graphic 6.10: Coding performance evaluation of CPI, ROC, CoRD and the best strategies

of quality layers allocation compared to PCRD for a corpus of medical images.
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AVERAGE OF THE REMOTE SENSING CORPUS

PCRD
20 LOGARITHMIC QUALITY LAYERS

40 EQUIVALENT (3 RANGES) QUALITY LAYERS
CPI

ROC
CoRD

Av. PSNR diff. - CPI: -0.044 dB (0.001 to 1 bps) -0.079 dB (total)

Av. PSNR diff. - ROC: -0.115 dB (0.001 to 1 bps) -0.090 dB (total)

Av. PSNR diff. - CoRD: -0.045 dB (0.001 to 1 bps) -0.039 dB (total)

Av. PSNR diff. - 20 logarithmic quality layers: -0.067 dB (0.001 to 1 bps) -0.377 dB (total)

Av. PSNR diff. - 40 equivalent (3 ranges) quality layers: -0.065 dB (0.001 to 1 bps) -0.047 dB (total)

RESULTS: average of remote sensing corpus, gray scaled images, different sizes. 600 control points.

JPEG2000 CODING PARAMS.: 9/7 DWT 5 levels, derived quantization, 64x64 code-blocks, no

precincts, RESTART coding variation, LRCP progression. Lossy compression. Targeted bit-rates

and single quality layer for PCRD.

IMPLEMENTATIONS: PCRD/LAYERS - Kakadu v4.5, CPI/ROC/CoRD - BOI v1.2

Graphic 6.11: Coding performance evaluation of CPI, ROC, CoRD and the best strategies

of quality layers allocation compared to PCRD for a corpus of remote sensing images.

6.4.4 Extraction of WOIs

The experiments performed in this section are devised to assess the coding performance that

can be achieved with the use of quality layers compared to CPI, ROC and CoRD when a

Window Of Interest (WOI) is extracted from a code-stream. When using quality layers, the

extraction of the WOI is performed at quality layers boundaries, assessing the best coding

performance that can be obtained with quality layers. The image SPOT1 from the corpus

of remote sensing images has been encoded to a code-stream containing 10 quality layers.

Three WOIs of different sizes have been decoded at the quality layers boundaries, and the

PSNR of the extracted WOI compared to the original one has been computed. These results
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are showed in the column LAYER of Table 6.7. The bit-rate of the decoded code-stream

when extracting the WOI at the quality layer boundary has been used to extract the same

WOI using CPI, ROC and CoRD at the same bit-rate, but from a code-stream containing a

single quality layer. The recovered WOIs have been compared to the original ones in terms

of PSNR. The results are showed in the remaining columns of Table 6.7, emphasizing in

bold font the best results.

Although the differences among the use of quality layers and the proposed rate control

methods are, in general, small, it is worth noting that CoRD achieves the best results in

most cases. ROC presents some variations and although it is, in general, better than the use

of quality layers, in some cases it is outperformed by CPI. Note also that the greater the

size of the WOI is, better the coding performance achieved by the use of quality layers is.

Table 6.7: Coding performance evaluation of CPI, ROC, CoRD and the quality layers

allocation when extracting WOIs from a code-stream.

WOI size: 256x256 WOI size: 512x512 WOI size: 1024x1024

LAYER CPI ROC CoRD LAYER CPI ROC CoRD LAYER CPI ROC CoRD

0.025 bps 28.68 28.68 28.68 28.68 27.20 27.20 27.20 27.24 25.89 25.84 25.84 25.89

0.1 bps 31.10 31.18 31.18 31.18 30.26 30.33 30.33 30.38 29.35 29.41 29.41 29.40

0.25 bps 33.57 33.66 33.66 33.66 32.94 32.99 32.99 33.00 32.31 32.34 32.34 32.41

0.5 bps 36.01 36.12 36.14 36.07 35.50 35.60 35.51 35.60 34.97 35.03 34.93 35.04

0.75 bps 37.58 37.51 37.58 37.61 37.18 37.20 37.22 37.29 36.63 36.68 36.64 36.77

2 bps 44.67 44.81 44.75 45.03 44.69 44.91 44.83 44.95 45.11 45.11 45.14 45.22

LEGEND: The first column represents the bit-rate at the quality layer boundary. The coding perfor-

mance is expressed in dB in each cell.

RESULTS: image SPOT1 of the remote sensing corpus, gray scaled, size 2400x2400.

JPEG2000 CODING PARAMS.: 9/7 DWT 5 levels, derived quantization, 32x32 code-blocks, no

precincts, RESTART coding variation, LRCP progression. Lossy compression.

IMPLEMENTATION: BOI v1.2

6.4.5 Computational complexity reduction of the coder

When CPI, ROC, or CoRD are used in the encoding process, the PCRD stage defined in

EBCOT is completely unnecessary. This implies that it is not needed to compute the distor-

tion of each coefficient, the rate-distortion slopes are no longer required, and the applica-

tion of the Lagrange multiplier is not used. However, the optimal PCRD method takes only
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about 5% of the complete encoding process, and although for CPI, ROC and CoRD this

percentage is even smaller, from this point of view, the overall computational complexity

reduction is meaningless.

The main advantage of CPI, ROC and CoRD is that they perform the encoding of cod-

ing passes and the rate control simultaneously. This implies that only the coding passes

included in the final code-stream are encoded. In terms of computational complexity, CPI,

ROC and CoRD achieve the same speed-up because they just encode those coding passes

included in the final code-stream.

Table 6.8: Computational complexity evaluation of CPI/ROC/CoRD compared to PCRD in

the encoding process.
CODING SPEED #CODING PASSES

bps TIME UP ENCODED INCLUDED

0.0625 6 % 16.6
PCRD: 23307 1387

CoRD: 1431 1430

0.125 10 % 10
PCRD: 23307 2550

CoRD: 2552 2551

0.25 15 % 6.6
PCRD: 23307 4508

CoRD: 4309 4308

0.5 25 % 4
PCRD: 23307 7136

CoRD: 6697 6696

1 35 % 2.9
PCRD: 23307 10507

CoRD: 10205 10204

2 50 % 2
PCRD: 23307 15126

CoRD: 14679 14678

RESULTS: average of corpus ISO 12640-1, gray scaled, size

2048x2560.
JPEG2000 CODING PARAMS.: 9/7 DWT 5 levels, derived

quantization, 64x64 code-blocks, RESTART coding varia-

tion. Lossy compression. Targeted bit-rates.
IMPLEMENTATION: BOI v1.2

Table 6.8 provides the average encoding time for the images of the corpus ISO 12640-1

at different bit-rates. Column CODING TIME shows the percentage time needed by the

sample date coding stage of BOI using CoRD, compared to the time spent by the PCRD

method ( CoRD
PCRD

). The speed-up factor is also given: for very large compression factors (very

low bit-rate), CoRD provides the best improvements. Considering that the encoding stage
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represents more than 60% of the whole compression process [21], CPI/ROC/CoRD con-

tribute to reduce the JPEG2000 computational complexity efficiently. The average number

of coding passes encoded for the optimal PCRD method and CoRD, and the number of

coding passes included in the final codestream, are also given.

6.4.6 Visual comparison

Regarding the qualitative analysis, Figures 6.5, 6.6, 6.7 provide a visual comparison of

different regions of three images encoded at different bit-rates. The areas where we observe

the largest differences are emphasized by a red line in the original image.

At very low bit-rates, some differences are noticed among the proposed rate control

methods and the use of quality layers. Note that, in the Cafeteria image, small details of the

windows are only observed in the PCRD and CoRD images. However at low and medium

bit-rates, the differences are practically not noticeable. The largest differences occur with

the single quality layer code-stream, which contains high degradations.
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Original image

Single quality layer - 15.458 dB 20 log. quality layers - 17.268 dB PCRD - 17.331 dB

CPI - 17.295 dB ROC - 17.295 dB CoRD - 17.320 dB

BIT-RATE: 0.015625 bps (compression factor 512:1) AREA: 828x828

RESULTS: Cafeteria image of the corpus ISO 12640-1, gray scaled, size 2048x2560.

JPEG2000 CODING PARAMS.: 9/7 DWT 5 levels, derived quantization, 64x64 code-blocks, RESTART coding

variation. Lossy compression. Targeted bit-rate for PCRD.

IMPLEMENTATIONS: PCRD/LAYERS - Kakadu v4.5, CPI/ROC/CoRD - BOI v1.2

Figure 6.5: Visual comparison among CPI, ROC, CoRD and the use of quality layers at a

very high compression factor.
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Original image

Single quality layer - 25.505 dB 20 log. quality layers - 28.722 dB PCRD - 28.785 dB

CPI - 27.779 dB ROC - 28.779 dB CoRD - 28.781 dB

BIT-RATE: 0.0625 bps (compression factor 128:1) AREA: 260x260

RESULTS: SPOT1 image of the remote sensing corpus, gray scaled, size 2400x2400.

JPEG2000 CODING PARAMS.: 9/7 DWT 5 levels, derived quantization, 64x64 code-blocks, RESTART coding

variation. Lossy compression. Targeted bit-rate for PCRD.

IMPLEMENTATIONS: PCRD/LAYERS - Kakadu v4.5, CPI/ROC/CoRD - BOI v1.2

Figure 6.6: Visual comparison among CPI, ROC, CoRD and the use of quality layers at a

high compression factor.
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Original image

PCRD - 41.550 dB Single quality layer - 33.383 dB

20 log. quality layers - 41.491 dB CPI - 41.487 dB

ROC - 41.483 dB CoRD - 41.513 dB

BIT-RATE: 0.5 bps (compression factor 16:1) AREA: 1800x615

RESULTS: Orchid image of the corpus ISO 12640-1, gray scaled, size 2048x2560.

JPEG2000 CODING PARAMS.: 9/7 DWT 5 levels, derived quantization, 64x64 code-blocks, RESTART coding

variation. Lossy compression. Targeted bit-rate for PCRD.

IMPLEMENTATIONS: PCRD/LAYERS - Kakadu v4.5, CPI/ROC/CoRD - BOI v1.2

Figure 6.7: Visual comparison among CPI, ROC, CoRD and the use of quality layers at a

medium compression factor.



Chapter 7

Conclusions

7.1 Summary and discussion

Quality scalability is an essential mechanism of image coding systems. Combined with

other mechanisms, it allows the extraction of windows of interest (WOI) or the complete

image from a code-stream at different bit-rates, achieving the same quality as if the image

was encoded at those bit-rates. This is fundamental to interactively transmit the image over

the network or to allow the truncation of the code-stream.

In JPEG2000, quality scalability is achieved embedding quality layers in the code-

stream through the rate control method used in the encoding process. The allocation strat-

egy determines the number and bit-rate of quality layers, and can be evaluated in terms

of coding performance by decoding code-stream segments at different bit-rates. The op-

timization of the coding performance achieved by the quality layers allocation is studied

in [107], concluding that the rate control method PCRD, defined in EBCOT [93] and used

as a guideline in the JPEG2000 standard, already optimizes the quality scalability of a

code-stream.

However, the use of quality layers might cause two drawbacks. On the one hand, al-

ready encoded code-streams containing a single or few quality layers have a lack of quality

145
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scalability, which may penalize the coding performance by at most 10 dB when the code-

stream has to be truncated or interactively transmitted. On the other hand, the efficiency

achieved with the use of quality layers when transmitting WOIs is not optimal and it can

be widely improved, as is described in [98, 99] when using the JPIP protocol defined in the

Part 9 of the standard [46].

The purpose of this thesis is to develop a rate control method that provides quality scal-

ability for WOIs, or the complete image, even if the code-stream contains a single or few

quality layers. First we evaluate the rate control methods proposed in the literature in order

to disclose if some of them could be used to achieve our purpose. The main difficulty is that

when the code-stream is already encoded, the original image is not available and therefore

the rate control can not use distortion measures based on it. Given this restriction, we clas-

sify the rate control methods found in the literature in two main categories: deterministics

and model-based, distinguishing whether if they use measures based on the original image

or not.

Almost all the rate control methods are deterministic or based on mixed approaches.

The best results in terms of coding performance are obtained by deterministic methods [93,

17, 95, 116, 110, 26, 49], while in terms of computational complexity the best results are

obtained by mixed approaches [110, 103, 116]. However, these rate control methods can

not be used to achieve our purpose due to the use of measures based on the original image.

Besides, the single model-based rate control method which does not use any measure based

on the original image [65], suitable for our purposes, penalizes the coding performance

more than 1 dB when it is compared to deterministic rate control methods, restraining its

use.

We propose three rate control methods devised to supply quality scalability to code-

streams, without regard to the number of quality layers they contain. The first one is named

Coding Passes Interleaving (CPI) and is based on a rate-distortion model implicitly used

in classical coding systems such as [83, 77], interleaving coding passes from the highest

bit-plane to the lowest bit-plane. The main drawback of CPI is that it obtains an irregular

coding performance that is, in some cases, 0.5 dB worse than the one obtained with the
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optimal PCRD method.

The second rate control method is based on a Reverse subband scanning Order and

coding passes Concatenation (ROC), which usually enhances the results of CPI achieving

a regular coding performance among bit-rates. The main idea behind ROC is to use an

interleaving-based algorithm similar to CPI but changing the scanning order followed by

the algorithm under some circumstances. The main disadvantage of ROC is that the rough

change on the scanning orders penalize, in some cases, the coding performance. This causes

that, for some corpus of images, ROC does not improve the results of CPI.

The third rate control method is based on the Characterization of the Rate-Distortion

slope of code-blocks (CoRD). The approach of CoRD is different from CPI and ROC, using

a novel rate-distortion model motivated by the results of CPI and ROC, and derived from

assumptions based on [103]. This model uses a special characteristic of the rate-distortion

of code-blocks within a subband that we name balloon effect. The balloon effect exposes

the distribution of the significant coefficients encoded at the different coding passes of a

code-block, considering code-blocks within a subband. This allows a fair estimation of the

rate-distortion slope and, therefore, the achievement of a competitive coding performance

that improves the results obtained with CPI and ROC. Compared to the use of quality layers

when decoding segments of a code-stream, CoRD is slightly better than the best allocation

strategy evaluated in our experimental results. When extracting WOIs from a code-stream,

CoRD also obtains better results than the ones obtained with the use of quality layers.

CoRD has several applications: it can embed quality layers to a code-stream, it can

change the number and allocation of quality layers, it can truncate a single quality layer

code-stream without penalizing its quality, or it can extract WOIs at different bit-rates.

Because CoRD has negligible costs in terms of computational complexity, it can be used

to control interactive image transmissions, even if the code-stream contains a single or few

quality layers, enhancing the quality of the retrieved WOIs. The main drawback of CoRD is

that, in order not to decode any segment of the code-stream, it needs the RESTART coding

variation of JPEG2000, which allows the identification of coding passes lengths.

Besides, CoRD can also be used in the encoding process reducing the computational
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complexity of the Tier-1 stage. Only three rate control methods [116, 110, 103] achieve

speed-ups as high as the one obtained with CoRD. However, CoRD needs to maintain the

image in memory, along with some status map of the MQ-coder, like the methods pro-

posed in [116, 110]. This could restrict its use to applications without constrained memory

resources.

From the point of view of our classification, CoRD is a model-based rate control method,

and compared to deterministic rate control methods, it obtains a very high competitive re-

sults in terms of coding performance and in terms of computational complexity. For the

three image corpus evaluated in this thesis, CoRD is, in average, only 0.05 dB worse than

the optimal PCRD method.

In addition to all the development presented in this thesis, we realize that in many

applications the use of quality layers is already a good (or the best) solution. However,

we hope that in some cases CoRD can be useful. We like to think that it provides a new

mechanism to the standard.

7.2 Future work

Our study and development of rate control methods devised to supply quality scalability to

already encoded code-streams is likely finished with the development of CoRD. However,

this method should be enhanced to improve the results achieved in lossless compression

and it should be implemented to manage three-dimensional data sets. Apart from this, our

future work is focused on two different purposes: the application of CoRD to different

scenarios, and the study of two issues that have appeared throughout the development of

this thesis. The following points summarize them:

• Applications of CoRD:
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1. CoRD applied to JPIP: CoRD provides an excellent framework to extract WOIs

from a code-stream, achieving competitive results in terms of coding perfor-

mance. We think that its application to interactive image transmissions would

probably obtain similar results to the ones obtained in [98, 99].

2. CoRD applied to region of interest coding: although Part 1 [42] and Part 2 [44]

of the standard already supply methods of Region Of Interest (ROI) coding, sev-

eral variations have appeared in the literature proposing slightly modifications

to these methods, for instance in [104, 56, 86, 55]. Some other methods of ROI

coding are based on the prioritization of code-blocks through the use of quality

layers [79, 109]. CoRD also provides a suitable algorithm to encode ROIs in a

similar way.

• Related issues:

1. Flexible order of coding passes: from our point of view, one of the most sur-

prising issues of ROC and CoRD methods is that they concatenate the coding

passes of type MRP with the coding passes of type CP. It would be interesting to

see if a better coding performance is achieved when the coding system allows

a flexible order of the coding passes, this is, instead of concatenating coding

passes of type MRP with CP, swap their order.

2. Evaluation of CoRD with distortion measures different than MSE: throughout

the development of this thesis and in all the experimental sections, we always

use the MSE as the distortion measure. However, in the literature there appear

papers focused on the optimization of the visual quality [58] rather than on the

MSE. It would be interesting to evaluate CoRD using visual distortion measures.
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Bellaterra, October 2006

165


