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Abstract—This paper introduces a probability model for sym-
bols emitted by bitplane image coding engines, which is conceived
from a precise characterization of the signal produced by a
wavelet transform. Main insights behind the proposed model
are the estimation of the magnitude of wavelet coefficients as
the arithmetic mean of its neighbors’ magnitude (the so-called
local average), and the assumption that emitted bits are under-
complete representations of the underlying signal. The local
average-based probability model is introduced in the framework
of JPEG2000. While the resulting system is not JPEG2000
compatible, it preserves all features of the standard. Practical
benefits of our model are enhanced coding efficiency, more
opportunities for parallelism, and improved spatial scalability.

Index Terms—Bitplane coding, context-adaptive coding,
JPEG2000.

I. INTRODUCTION

ARITHMETIC coding [1], [2] is a data compression tech-

nique that utilizes the probabilities of input symbols to

represent the original message by an interval of real numbers

in the range [0, 1). Briefly described, the arithmetic coder

segments the interval [0, 1) in as many subintervals as the

size of the original alphabet, with subinterval sizes accord-

ing to the probabilities of input symbols, and chooses the

subinterval corresponding to the first symbol. This procedure

is repeated for following symbols within the selected intervals.

The transmission of any number within the range given by the

final interval guarantees that the reverse procedure decodes the

original message losslessly.

Key to the compression efficiency is the probability model

used for input symbols. The more skewed the probabilities, the

larger most of the chosen subintervals, thus the easier to find

a number within the final interval with a short representation.

When the probability mass function of input symbols is not

known a priori, or when it is too costly to compute or transmit

it, probabilities can be adaptively adjusted as data are fed

to the coder by means of heuristics, finite-state machines, or

other techniques aimed to adjust symbol probabilities to the
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incoming message. The incorporation of such mechanism is

referred to as adaptive arithmetic coding.

Another valuable mechanism introduced to arithmetic

coders is the use of contexts. In addition to the input symbol,

this mechanism provides to the coder the context in which

the symbol is found. Contexts are devised to capture high-

order statistics of data, so more redundancy can be removed.

Combined with adaptivity, this mechanism is referred to as

context-adaptive arithmetic coding.

Context-adaptive arithmetic coding has been spread in the

field of image and video compression since mid-nineties.

Standards of previous generations, such as JPEG [3] or MPEG-

2 [4], employed variable length coding due to the lack of

efficient arithmetic coding implementations, and to reduce

computational costs. The introduction of highly efficient and

low-cost implementations, like the Q-coder [5] or the M-

coder [6], enabled the use of arithmetic coding in most

modern image and video coding standards such as JBIG [7],

JPEG2000 [8], or H.264/AVC [9].

This work is concerned with the probability model deployed

in image coding systems that utilize bitplane coding together

with (context-adaptive) arithmetic coding. Bitplane coding is a

technique used for lossy, or lossy-to-lossless, compression that

refines image distortion by means of progressively transmit

the binary representation of image coefficients from the most

significant bit to the least significant bit. Emitted bits are fed to

an arithmetic coder that, if context-adaptive, captures statistics

of data through some context formation approach.

Rather than to base the probability model on high-order

statistics of symbols emitted by the bitplane coding engine,

this work introduces a model that is conceived from a precise

characterization of the signal that is coded. The proposed

approach assumes stationary statistical behavior for emitted

symbols. Probabilities are determined using the immediate

neighbors of the currently coded coefficient. Our model can

thus be considered as contextual, but non-adaptive. The pro-

posed model is assessed in the framework of JPEG2000,

which is a representative image coding system employing

bitplane coding together with context-adaptive arithmetic cod-

ing. Experimental results indicate 2% increase on coding

efficiency at medium and high bitrates, with no degradation at

low bitrates. Furthermore, more options for parallelism, and

enhanced coding efficiency for images that are coded with a

high degree of spatial scalability are provided.

This paper is organized as follows. Section II reviews state-
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of-the-art of lossy and lossless image and video coding to

emphasize the consolidation of context-adaptive coding in

modern image compression. Section III introduces the mathe-

matical framework from which our probability model has been

conceived, and Section IV describes forms to put in practice

that model, proposing a general approach. Section V assesses

the performance of the suggested implementation. The last

section summarizes this work and remarks some points.

II. REVIEW OF ENTROPY CODING IN IMAGE COMPRESSION

In general, image and video coding systems are structured

in three main coding stages. The first stage is aimed to

remove inter-pixel redundancy, producing an –ideally– non-

redundant signal. The second stage is commonly embodied

as a coding engine that codes the outcome of the first stage

in a lossy, lossless, or lossy-to-lossless regime. To diminish

the statistical redundancy of symbols emitted by the coding

engine, the third stage employs some entropy coding technique

such as Huffman coding [10], Golomb-Rice coding [11], [12],

or arithmetic coding, to produce the final codestream.

In the case of lossy image coding, the first inter-pixel

redundancy removal stage is commonly implemented as a

transform, like the discrete wavelet transform [13], [14], that

captures high and low frequencies within subbands of a multi-

resolution representation of the image. Since the introduction

of bitplane coding [15], [16], most lossy and lossy-to-lossless

image coding engines employ this strategy to successively

refine image distortion. Let [tK−1, tK−2, ..., t1, t0], ti = {0, 1}
be the binary representation for an integer υ that corresponds

to the magnitude of the index obtained by quantizing a wavelet

coefficient χ, with K denoting a sufficient number of bits to

represent all coefficients. Bitplane coding strategies generally

define bitplane j as the same bit tj from all coefficients, and

encode the image from the most significant bitplane K − 1
to the least significant bitplane 0. The first non-zero bit of a

coefficient, i.e., that ts = 1 such that ∄ s′ > s with ts′ = 1,

is called the significant bit of the coefficient. The remaining

bits tr, r < s are called refinement bits. The significance state

of χ in bitplane j is defined as

Φ(χ, j) =

{

0 if j > s

1 otherwise
. (1)

The most popular approach to remove high-order statistical

redundancy of bits emitted by bitplane coders is context-

adaptive arithmetic coding. To maximize the potential of

arithmetic coding the approach to form contexts is aimed to

skew the probabilities of emitted symbols. First bitplane coders

employed primitive context formation approaches based on

the coding tree [15], [16], which subsequently were enhanced

by more elaborated strategies [17]–[19]. Nowadays, most

approaches use the significance state of the neighbors of the

currently coded coefficient. More precisely, let χn, 1 ≤ n ≤ N

denote the n-th neighbor of χ. Commonly, contexts are se-

lected as some function of these neighbors. Often, this function

considers only {Φ(χn, j)} and (possibly) indicates the number

and the position of the neighbors that are significant in the

current or previous bitplanes. The context helps to determine

the probability of the currently emitted binary symbol tj ,

expressed as Psig(tj), j ≥ s for significance coding, and as

Pref (tj), j < s for refinement coding.

Earliest image coding systems already encountered that the

coding efficiency of context-adaptive arithmetic coding may

drop substantially when the arithmetic coder is not fed with

enough data to adjust the probabilities reliably [20], [21]. This

problem is known as context dilution or sparsity, and has been

tackled from different points of view. The approach used in

JPEG2000, for example, employs an heuristic based on the

image features captured in each wavelet subband [22], [23,

Ch. 8.3.2], though heuristics pointed to other aspects also

achieve competitive performance [24]–[27]. Other approaches

to tackle the context dilution problem are statistical analy-

sis [28], [29], delayed-decision algorithms [30], or M-order

finite-context models [31]. From a theoretic point of view,

the use of entropy-based concepts such as mutual information

provides optimal performance [32]–[36].

Although there exist many variations, lossless image com-

pression commonly employs predictive techniques to estimate

the magnitude of the current sample in the first redundancy

removal stage. Predictions use different strategies such as

weighted averages of the magnitude of previously coded

samples [37], [38], adaptive neural predictors [39], or neighbor

configurations aimed to capture image features [21], [40]. The

difference between the predicted magnitude and the actual one,

called residual, is coded in the second stage by a coding engine

that selects appropriate contexts for each sample. Context

selection approaches are implemented using tree-models [20],

fuzzy modeling [39], or context-matching with pre-computed

lookup tables [41], among other techniques. Both residual

and context are fed to an entropy coder, which may employ

variable-length coding, such as in JPEG-LS standard [40],

[42], or context-adaptive arithmetic coding [31], [37], [39],

[43]–[45], which excels for its superior coding efficiency.

In the case of video coding, spatial and temporal redundancy

among frames of a video sequence is typically removed

through spatial predictors and motion compensation mecha-

nisms. Residuals might then be decorrelated through some

discrete cosine-like transform. Again, context-adaptive coding

is employed extensively to diminish the statistical redundancy

of symbols. First approaches are found as early as in 1994 [46],

and context modeling has been approached from different

points of view, such as Markov process [47], or heuristics [6].

Context-adaptive arithmetic coding is a consolidated tech-

nology in image compression to remove statistical redundancy

of symbols emitted by coding engines. Probabilities of emitted

symbols are determined through the context formation ap-

proach, which must be carefully selected. Even so, experimen-

tal evidence [48] suggests that non-elaborated approaches also

achieve competitive performance. Furthermore, other coding

strategies using non-adaptive arithmetic coding, such as those

based on Tarp-filter [49]–[51], may also achieve competitive

compression efficiency.

For simplicity, throughout this section χ denoted the mag-

nitude of a wavelet coefficient, without considering its sign.
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This work is not concerned with sign coding, which is another

field of study [28], [45], [46], [52]–[54].

III. SIGNAL’S CHARACTERIZATION THROUGH LOCAL

AVERAGE OF WAVELET COEFFICIENTS

Our final goal is to determine Psig(tj) and Pref (tj), which

are the probabilities of symbols emitted by a bitplane coding

engine that encodes the signal produced by a wavelet trans-

form. Examples in this section are produced with the irre-

versible CDF 9/7 wavelet transform [14], [55]. The generalized

algorithm introduced in Section IV can be extended to any

other wavelet transform.

The characterization of the signal produced by wavelet

transforms is a topic explored in the literature since the

nineties. Studies with objectives similar to those pursued in

this work are [56], [57]. Main differences between these

studies and this work are the use of different conditional

probability density functions, and the implementation of the

proposed approach in the framework of the advanced image

coding standard JPEG2000 without restraining any one of its

features. Of especial interest is that our approach allows the

independent coding of small sets of wavelet coefficients, which

is necessary to provide spatial scalability in JPEG2000. This

forces to use only intrascale dependencies when defining the

probability model, which may not be supported by other non-

adaptive approaches such as [50], [56], [57].

The marginal probability density function (pdf) for coef-

ficients within wavelet subbands is commonly modeled as

a generalized Gaussian distribution [56]–[58]. Figure 1(a)

depicts this Gaussian-like pdf, referred to as p(χ), when only

the magnitude of coefficients is considered. The determination

of probabilities for bits emitted for χ considers information re-

garding its neighborhood (i.e., χn). There exist many strategies

exploring different neighbors configurations at different spatial

positions and subbands. Nonetheless, the most thorough work

studying the correlation between χ and χn seems to conclude

that intrasubband dependencies are enough to achieve high

efficiency [59]. More precisely, that work indicates that only

the immediate neighbors of χ might be sufficient to determine

probabilities reliably. This harmonizes with our goal to use

only localized information of χ.

Our experience points to the consideration of the 8 or

4 immediate neighbors of χ to model probabilities. Coding

efficiency is similar for both options, so for computational

simplicity we consider that χ’s neighborhood includes only

the 4 immediate neighbors that are above, below, to the right,

and left of χ. With some abuse of notation, let χn, 1 ≤ n ≤ N

denote these neighbors, with N = 4. The main insight of

our model is to assume that the magnitude of the currently

encoded coefficient can be estimated through the magnitude

of its neighbors, which is an assumption also used in other

works (e.g., see [18], [19], [57], [59] for lossy compression,

and [37], [38] for lossless compression). Let us define the local

average, denoted as ϕ, of wavelet coefficients as the arithmetic

mean of the neighbors’ magnitudes according to

ϕ =
1

N

N
∑

n=1

χn . (2)

Though weighted averages [18], [19] have also been consid-

ered, [59] indicates that to equally weight neighbors achieves

best performance. To validate that χ is correlated with ϕ,

our first pertinent step is to compute the marginal pdf for

χ − ϕ, which is referred to as g(χ − ϕ) and is depicted

in Figure 1(b). As shown in this figure, g(χ − ϕ) is nearly

centered on 0, suggesting that most coefficients have a similar

magnitude to its local average. This experimental evidence

encourages the development of probability models based on

p(χ) and g(χ−ϕ). Unfortunately, such an approach does not

work in practice. Our previous work presented in [60], for

example, relates p(χ), g(χ−ϕ) to Psig(tj), Pref (tj) through a

mathematical framework, but practical implementations do not

achieve competitive coding performance. This is caused due to

g(χ−ϕ) masquerades an important feature of the signal. Let

us explain further. Note in Figure 1(a) that most coefficients

have magnitudes around 0. This implies that g(χ−ϕ) mostly

characterizes these zero-magnitude coefficients, masquerading

the less frequent coefficients that have larger magnitudes.

This is a flaw for the probability model since it prevents the

determination of reliable probabilities for symbols emitted in

all bitplanes other than the lowest one.

The flaw of g(χ − ϕ) can be overcame considering the

density of coefficients within subbands jointly with the fact

that changes on the spatial dimension occur smoothly [56],

[57]. To illustrate this point, let us assume that the neighbors

of a coefficient with magnitude χ = x have magnitudes within

the range χn ∈ (x − m,x + m), and that the density of the

neighbors magnitude have a linear decay (i.e., the probability

that a neighbor’s magnitude is x′ is inversely proportional to

|x−x′|). Through this assumption, the conditional pdf for χn

given χ may be determined as

f(χn | χ) =



















χn − χ+m

m2
if χ−m < χn ≤ χ

|χn − χ−m|

m2
if χ < χn < χ+m

, (3)

with parameter m being

m =

{

4 if χ < 4

χ− 2 if χ ≥ 4
. (4)

Mathematics behind Equation (3) are described in Ap-

pendix A, and parameter m is determined empirically; the sole

purpose of Equations (3) and (4) is illustrative1. Figure 1(d)

depicts f(χn | χ) when χ = 128.

Considering the range of ϕ ∈ [0, 2K), the expected value

of ϕ is computed considering p(χ) and f(χn | χ) as

1Note that, generally, χn may be out of the range (x − m,x + m). Our
assumption is solely used to illustrate the nature of the wavelet signal (see
below).
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Fig. 1: Statistical analysis of data within a wavelet subband. Data correspond to the high vertical-, low horizontal-frequency

subband (HL) of the first decomposition level produced by an irreversible CDF 9/7 wavelet transform applied to the “Portrait”

image (2048× 2560, 8 bit, gray-scale) of the ISO 12640-1 corpus.

E(ϕ | χ) =

∫ min(χ+m,2K)

max(χ−m,0)

χn·

p(χn) · f(χn | χ)
∫min(χ+m,2K)

max(χ−m,0)
p(χ′n) · f(χ′n | χ) dχ′n

dχn ,

(5)

which is depicted in Figure 1(e) as the plot labeled “estimate”.

This plot is computed using the real distribution of coefficients

(i.e., that data employed to plot p(χ) in Figure 1(a)), and

Equations (3), (4), and (5). Note that –contrarily to what was

expected when studying Figure 1(b)– the expected value of ϕ

does not have a linear relation with χ, but it grows roughly

logarithmically. This is intuitively explained considering that

the combination of f(χn | χ) with p(χ) results in that a coef-

ficient with magnitude χ = x will have more coefficients with

magnitudes smaller than x than coefficients with magnitudes

larger than x. This causes ϕ to be smaller than χ except when

χ = 0. Graphically explained, this concept is seen placing

the top of the pyramid represented in Figure 1(d) on one

value of Figure 1(a). On the right side of the pyramid are

less coefficients than on the left side.

The deficiency of g(χ−ϕ) to properly capture the nature of

the signal is overcame with the conditional pdf for ϕ given χ,

which is referred to as g′(ϕ | χ). Figure 1(c) depicts g′(ϕ | χ)
for values of χ using real data. As opposed to g(χ−ϕ), in this

case g′(ϕ | χ) evaluates the value of ϕ without subtracting χ,

for the sake of clarity. When χ = 32, for instance, Figure 1(c)

indicates that most coefficients have a local average ϕ around

20, instead of 32 as might be inferred from Figure 1(b). With

g′(ϕ | χ) the actual expected value for ϕ is determined as
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E′(ϕ | χ) =

∫ 2K

0

ϕ · g′(ϕ | χ) dϕ , (6)

which is depicted in Figure 1(e) as the plot labeled “real”.

The expected value for ϕ using real data (i.e., E′(ϕ | χ)) and

the expected value estimated through Equation (5) are very

similar, which seems to validate our assumptions embodied in

Equations (3) and (4).

The union of g′(ϕ | χ) and p(χ) in the joint pdf h(χ, ϕ) =
p(χ) · g′(ϕ | χ) is a suitable indicator of the signal’s nature

that has also been used in other works [59]. Our initial

goal can now be accomplished considering this joint pdf and

the local average of wavelet coefficients. Assuming that ϕ

is known, probabilities for significance coding at bitplane j

are determined as the probability of insignificant coefficients

coded at bitplane j divided by all coefficients coded in that

bitplane according to

Psig(tj = 0 | ϕ) = P (χ < 2j | χ < 2j+1, ϕ) =

P (χ < 2j | ϕ)

P (χ < 2j+1 | ϕ)
=

∫ 2j

0

h(χ, ϕ) dχ

∫ 2j+1

0

h(χ, ϕ) dχ

=

∫ 2j

0

p(χ) · g′(ϕ | χ) dχ

∫ 2j+1

0

p(χ) · g′(ϕ | χ) dχ

.

(7)

In our practical implementation, pdfs of Equation (7) are

estimated (see below), so that the coder only needs to compute

ϕ to determine probabilities.

Similarly, probabilities for refinement bits that are emitted

for coefficients that became significant at bitplane j∗ and

that are refined at bitplane j∗ − 1 (i.e., the first refinement

bit of coefficients in the range [2j
∗

, 2j
∗+1)) are determined

according to

Pref (tj∗−1 = 0 | ϕ) =

P (2j
∗

≤ χ < 2j
∗

+ 2j
∗
−1 | 2j

∗

≤ χ < 2j
∗+1, ϕ) =

∫ 2j
∗

+2j
∗
−1

2j∗
p(χ) · g′(ϕ | χ) dχ

∫ 2j
∗+1

2j∗
p(χ) · g′(ϕ | χ) dχ

.

(8)

In a more general form, probabilities for refinement bits

emitted at bitplane j for coefficients that became significant

at bitplane j∗ are determined as

Pref (tj = 0 | ϕ) =

2j
∗
−j−1

−1
∑

i=0

∫ 2j
∗

+i·2j+1+2j

2j∗+i·2j+1

p(χ) · g′(ϕ | χ) dχ

∫ 2j
∗+1

2j∗
p(χ) · g′(ϕ | χ) dχ

.

(9)

Figures 1(f) and 1(g) respectively depict Psig(tj = 0 | ϕ)
and Pref (tj = 0 | ϕ) using real data of a wavelet subband.

Plots labeled “estimate” report results obtained using pdfs

p(χ) and g′(ϕ | χ) (i.e., that data employed to respectively

depict Figures 1(a) and 1(c)), and computing probabilities

using Equations (7) and (9). To validate that the developed

framework is sound, plots labeled “real” report probabilities

using the actual probability mass function of emitted symbols,

which is computed empirically. Probabilities achieved by the

proposed model are very similar to the actual ones. Results

hold for other bitplanes, wavelet subbands, and images.

As the reader may notice, the real magnitude of coefficients

has been used throughout this section. In practice, the real

magnitude of coefficients is not available at the decoder until

all bitplanes are transmitted. As seen in the next section, the

use of partially transmitted coefficients does not degrade the

performance of the proposed approach significantly.

IV. IMPLEMENTATION OF THE LOCAL AVERAGE-BASED

PROBABILITY MODEL

A. Forms of implementation

Practical implementations may deploy the framework intro-

duced in the previous section in different forms, such as:

1) Ad hoc algorithm: each wavelet transform produces a

signal that, though being similar in general, it has its own

particularities. The study and application of the local

average approach to particular filter-banks may lead to

algorithms devised for one type of transform.

2) pdf modeling: there are many works [57], [61], [62]

that model the pdf of wavelet coefficients through a

generalized Gaussian, or Gamma, distribution. The local

average framework could be applied likewise modeling

p(χ) and g′(ϕ | χ).
3) Statistical analysis: the extraction of statistics from a

representative set of images can lead to computationally

simple yet efficient implementations through, for exam-

ple, the use of lookup tables.

We explored the first and second approaches in our previous

works [48] and [60], respectively. The former work introduces

an ad hoc algorithm for the irreversible CDF 9/7 wavelet

transform that excels for its simplicity. Unfortunately, it can

not be generalized to other wavelet transforms such as the

reversible LeGall 5/3 wavelet transform [63], which is also

included in the JPEG2000 core coding system. The latter work

uses a generalized Gaussian distribution to model pdfs. Our

experience seems to indicate that the modeling of g′(ϕ | χ)
may be troublesome.
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Herein, the implementation of the local average-based prob-

ability model uses the third approach. The main idea is to

extract statistics from wavelet subbands belonging to images

transformed using some particular filter-bank. These statistics

are averaged to generate lookup tables (LUT) that capture the

essence of the signal. This procedure can be used for any

type of wavelet transform. LUTs are computed beforehand

and they are known by coder and decoder without need to

explicitly transmit them. Similar techniques are used in other

scenarios [41], [56], [57].

Our approach is as follows. The pdf for wavelet coefficients

(i.e., p(χ)), and the conditional pdf for the local average (i.e.,

g′(ϕ | χ)) are extracted for all wavelet subbands of some

images, an one p(χ) and one g′(ϕ | χ) are generated per

subband as the average of all images. For each subband,

two LUTs containing probabilities Psig(tj = 0 | ϕ) and

Pref (tj = 0 | ϕ) are computed using the averaged pdfs

and Equations (7) and (9). In coding time, only ϕ needs

to be computed to determine probabilities. The LUT for

significance coding is referred to as Lsig,b, with b standing

for the wavelet subband to which belongs. Lsig,b contains as

many rows as bitplanes are needed to represent all coefficients

in that subband (i.e., K rows). For each row, there are 2K

columns representing all possible values of ϕ. Cells contain

pre-computed probabilities, so that Psig(tj = 0 | ϕ) is found at

position Lsig,b[j][R(ϕ)], where R(·) is the rounding operation.

The LUT for refinement coding has the same structure with

an extra dimension that accounts for the bitplane at which the

refined coefficient became significant. The refinement LUT is

referred to as Lref,b, and it is accessed as Lref,b[j
∗][j][R(ϕ)],

with j∗ denoting the bitplane at which the coefficient became

significant, and j denoting the current refinement bitplane.

In practice, probabilities in Lsig,b and Lref,b can be esti-

mated using relative frequencies conditioned on ϕ, avoiding

the need for numerical integration. LUTs in the experimental

results of Section V are generated using the eight images of

the ISO/IEC 12640-1 corpus, which is compounded of natural

images having different characteristics. Wavelet transforms

evaluated in Section V are the irreversible CDF 9/7 wavelet

transform, and the reversible LeGall 5/3 wavelet transform.

The use of an extended corpus of images to generate Lsig,b

and Lref,b does not improve results significantly. To compute

LUTs for each image and explicitly transmit them neither

improves results significantly. Nonetheless, our experience

seems to indicate that the type of image, or the sensor with

which images are acquired, may produce slightly different

statistical behaviors.

B. Implementation in JPEG2000 framework

The local average-based probability model is implemented

in the core coding system of JPEG2000 [8]. Briefly described,

this coding system is wavelet based with a two-tiered coding

strategy built on the Embedded Block Coding with Optimized

Truncation (EBCOT) [64]. The tier-1 stage independently

codes small sets of wavelet coefficients, called codeblocks,

producing an embedded bitstream for each. The tier-2 stage

constructs the final codestream selecting appropriate bitstream

segments, and coding auxiliary information.

The implementation of our model in JPEG2000 requires

modifications in the tier-1 coding stage. This stage uses a

fractional bitplane coder and the MQ coder, which is a context-

adaptive arithmetic coder. The fractional bitplane coder of

JPEG2000 encodes each bitplane using three coding passes:

Significance Propagation Pass (SPP), Magnitude Refinement

Pass (MRP), and Cleanup Pass (CP). SPP and CP are devoted

to significance coding, whereas MRP refines the magnitude

of significant coefficients. The difference between SPP and

CP is that SPP scans those coefficients that have at least

one significant neighbor, thus they are more likely to become

significant than the coefficients scanned by CP, which have

none significant neighbor. Tier-1 employs 19 different contexts

to code symbols [23, Ch. 8.3.2]: 9 for significance coding,

3 for refinement coding, 5 for sign coding, and 2 for the

run mode2. More information regarding JPEG2000 is found

in [23].

The implementation of the local average approach in

JPEG2000 is rather simple. Instead of reckon contexts, the

SPP coding pass computes the local average ϕ̂ (as defined

below) for each coefficient, and seeks Psig(tj = 0 | ϕ̂)
in Lsig,b. The MRP coding pass is modified likewise. The

most important point of this practical implementation is that

ϕ̂ is computed with the magnitude of partially transmitted

coefficients. Quantized neighbors at the decoder are denoted

as χ̂n, whereas the magnitude of χ recovered at the decoder

is denoted as χ̂.

The use of χ̂n instead of χn does not impact coding

efficiency except at the highest bitplanes, when little infor-

mation has been transmitted and most coefficients are still

quantized as 0. This penalization can be mostly avoided

putting in practice assumptions embodied in Equations (3), (4),

and (5), which generally predict that the magnitude of χn

should be less than that of χ. In our implementation, when

one coefficient becomes significant, or when its magnitude is

refined, its 8 immediate insignificant neighbors are considered

as χ̂′n = χ̂ · β when computing the local average ϕ̂. More

precisely, ϕ̂ is computed as

ϕ̂ =
1

N

N
∑

n=1

{

χ̂n if χ̂n 6= 0

χ̂′n otherwise
. (10)

Evidently, χ̂′n is only a rough approximation of the real

magnitude of the neighbor. A more precise estimate would use

E(ϕ | χ) as defined in Equation (5) since it is the expected

value for the neighbors, and χ̂′n would not be limited to the

8 immediate neighbors but be expanded to farther neighbors.

Unfortunately, such an approach would increase computational

complexity excessively. As seen in the next section, our simpli-

fied approach achieves near-optimal performance. Experience

indicates that β ∈ [0.2, 0.6]. It is set to β = 0.4 in our

experiments.

The CP coding pass of JPEG2000 can not use a local

average-based approach. CP is devised to scan large areas of

2The run mode is a coding primitive used by CP that helps skipping multiple
insignificant coefficients with a single binary symbol.
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insignificant coefficients, so for most coefficients ϕ̂ = 0. In-

stead of using the 9 significance contexts defined in JPEG2000,

our experiments employ the model introduced in [48], which

defines only two contexts according to

c =

{

0 if
∑N

n=1 Φ(χ
n, j) = 0

1 otherwise
. (11)

This context formation approach is aimed to illustrate that

simple approaches achieve high efficiency in this framework.

The sign and run mode coding primitives are left as formulated

in JPEG2000.

V. EXPERIMENTAL RESULTS

The performance of the local average-based probability

model is evaluated for all images of the corpora ISO 12640-

1 and ISO 12640-2 (8 bits gray-scale, size 2560×2048). We

recall that LUTs are generated using images of the ISO 12640-

1. Except when indicated, JPEG2000 coding parameters are: 5

levels of irreversible 9/7, or reversible 5/3 wavelet transform,

codeblock size of 64 × 64, single quality layer codestreams,

no precincts. The base quantization step sizes corresponding to

bitplane 0 when the irreversible 9/7 wavelet transform is used

are chosen accordingly to the L2-norm of the synthesis basis

vectors of the subband [23, Ch. 10.5.1], which is a common

practice in JPEG2000. The dequantization procedure is carried

out as defined in [65]. Experiments depict results for images

“Portrait” and “Musicians”(corpus ISO 12640-1), and “Fishing

goods” and “Japanese goods” (corpus ISO 12640-2). Similar

results hold for the other images of corpora.

In the first set of experiments the coding efficiency of

JPEG2000 is evaluated using four strategies to model proba-

bilities. The first one uses the same context for all bits emitted

in each coding pass, i.e., 1 context for SPP, 1 context for MRP,

1 context for CP, 1 context for sign coding, and the 2 original

contexts for the run mode. This strategy is labeled “ABAC”

(Adaptive Binary Arithmetic Coding). The second strategy

is the context selection formulated by JPEG2000, which is

considered near-optimal as a context-adaptive approach [35].

It is labeled “CABAC - JPEG2000” (Context-Adaptive Binary

Arithmetic Coding). The third strategy is that formulated in

Section IV-B, which employs LUTs and the local average

ϕ̂. It is labeled “LAV - LUTs, quantized magnitude”. The

fourth strategy reports the theoretical optimal performance that

a local average-based approach could achieve. It uses the real

magnitude of coefficients to compute ϕ, and the real proba-

bility mass function of emitted symbols. This fourth model is

not valid in practice since real magnitudes are not available

at the decoder until the whole codestream is transmitted, and

because to compute the probability mass function of symbols

requires a preliminary coding step with high computational

cost. Nevertheless, it is useful to appraise the performance

achieved by the proposed algorithm. This fourth strategy is

labeled “LAV - real statistics, real magnitude”.

Figures 2 and 3 provide the results achieved for the ir-

reversible 9/7 and reversible 5/3 wavelet transforms, respec-

tively. For each image, figures depict three graphs reporting

the bitstream lengths generated by SPP, MRP, and CP coding

passes. In all figures, results are presented as the difference

between the evaluated strategy and JPEG2000. In each graph,

each triplet of columns depicts the result achieved when all

codeblocks of the image are encoded from the highest bitplane

of the image to the one indicated in the horizontal axes3.

Labels above the straight line indicate the peak signal to

noise ratio (PSNR) of the image at that bitplane, and the

bitrate attained by the original JPEG2000 context selection.

Columns below the straight line indicate that the bitstream

lengths generated for the corresponding coding pass using

that strategy are shorter than those generated by JPEG2000.

Results suggest that the proposed approach achieves superior

coding efficiency to that of JPEG2000 for SPP and MRP

coding passes, especially at medium and high bitrates and for

refinement coding. The performance of “LAV” is especially

good at low bitplanes since at these bitplanes most coefficients

are reconstructed with high accuracy, so the model becomes

very reliable. The performance achieved by the proposed

algorithm is not far from the theoretically optimal one for most

images. For CP coding passes, the performance achieved by

the proposed model and JPEG2000 is virtually the same.

The second set of experiments evaluates the coding perfor-

mance of our approach when the image is coded at target

bitrates. In this case, the post-compression rate distortion

(PCRD) optimization method [64] is used to minimize the

distortion of the image for the targeted bitrate. “LAV” is

compared to strategies “ABAC”, and “CABAC - JPEG2000”

as defined earlier. To better appraise the impact of “LAV” on

the significance and the refinement coding primitives, figures

report the performance of our approach when it is applied

in both directives, labeled “LAV (SPP, MRP) + CABAC 2

CONTEXTS (CP)”, and when it is applied only for refinement

coding, labeled “LAV (MRP) + CABAC JPEG2000 (SPP,

CP)”.

Figures 4 and 5 provide the results achieved for both

types of wavelet transform. Each figure depicts the PSNR

difference between the evaluated strategy and JPEG2000 at

different bitrates. The proposed approach improves the coding

performance of JPEG2000, especially at medium and high

bitrates. At low bitrates, the performance is slightly degraded

compared to JPEG2000, though when “LAV” is applied only

for refinement coding, the performance is virtually the same

one as that of JPEG2000. It is worth noting that when

the full image is coded, these experimental results indicate

that the performance gain between “ABAC” and “CABAC -

JPEG2000” is about the same as the performance gain between

“CABAC - JPEG2000” and the local average-based approach.

The third set of experiments is aimed to illustrate another

benefit of our proposal. As it is reported, previous experiments

use codeblock sizes of 64 × 64, which is the maximum size

allowed by JPEG2000, and the one that achieves the best cod-

ing performance. When the codeblock size is reduced, more

3We note that bitplane boundaries are suitable points to evaluate the perfor-
mance of different probabilities models since the coding performance achieved
at those bitrates/qualities is equivalent to that achieved by more sophisticated
techniques of rate-distortion optimization at the same bitrates/qualities [66].
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TABLE I: Increase on the codestream length when coding variations used for parallelization are employed. First row of each

method reports bps when no coding variations are used, whereas second row of each method reports the increase on the

codestream length when the RESTART and the RESET coding variations are used.

“Portrait” “Musicians” “Fishing goods” “Japanese goods”

CABAC - JPEG2000 4.07 bps 5.44 bps 3.37 bps 3.63 bps

+ RESET,RESTART +0.07 bps +0.08 bps +0.06 bps +0.07 bps

LAV 4.00 bps 5.34 bps 3.33 bps 3.57 bps

+ RESET,RESTART +0.04 bps +0.05 bps +0.04 bps +0.04 bps

auxiliary information needs to be coded, which increases the

length of the final codestream. Furthermore, the use of smaller

codeblocks causes that less data are fed to the arithmetic coder,

producing a noticeable degradation on coding efficiency for

context-adaptive strategies. This drawback does not come out

with the local average-based model due to the use of stationary

probabilities. Figures 6 and 7 assess the coding performance

of our approach compared to that of JPEG2000 when different

codeblock sizes are used, for both types of wavelet transform.

These figures report the coding performance of our approach

as it is described in Section IV-B. As previously, results are

presented as the difference between “LAV” and JPEG2000

at different target bitrates. Results suggest that “LAV” does

not penalize coding performance as much as JPEG2000 when

codeblock sizes are reduced. We remark that smaller code-

blocks enhance the spatial scalability of the image, which is

beneficial for interactive image transmission, for instance.

The fourth set of experiments points out another benefit of

the local average-based probability model. JPEG2000 provides

many opportunities for parallelism. The most popular one is

inter-codeblock parallelization [67], which enables the coding

of codeblocks in parallel. The standard also provides cod-

ing variations to allow intra-codeblock parallelization. More

precisely, the RESET and RESTART coding variations force

the arithmetic coder to reset probabilities of input symbols,

and to terminate the bitstream segment at the end of each

coding pass, respectively. Although this enables the parallel

coding of coding passes, it decreases the coding performance

since symbols’ probabilities need to be adapted for each

coding pass. Again, the local average approach does not suffer

from the break of adaptivity thanks to the use of stationary

probabilities. Table I reports the bitrate (in bits per sample

(bps)) achieved when the whole codestream is transmitted

using our probability model and JPEG2000, with and without

using the RESET and RESTART coding variations. Codeblock

sizes are 32×32, and the irreversible 9/7 wavelet transform is

employed in these experiments. Results indicate that “LAV”

may help to reduce the impact of the RESET coding variation

when intra-codeblock parallelization is used. The increase on

bitrate reported by “LAV” when RESET and RESTART are

employed is due to RESTART requires the coding of auxiliary

information.

The last set of experiments evaluates the computational

costs of our probability model. We use our JPEG2000 Part 1

implementation BOI [68], which is programmed in Java. Tests

are performed on an Intel Core 2 CPU at 2 GHz, and executed

on a Java Virtual Machine v1.6 using GNU/Linux v2.6. Time

TABLE II: Evaluation of the time spent by the tier-1 coding

stage to decode all bitplanes of the image when different

probability models are employed.

JPEG2000 LAV Ad hoc LAV

[48]

“Portrait” 2.5 secs 3.3 secs 2.5 secs

“Musicians” 3.2 secs 4.2 secs 3.2 secs

“Fishing goods” 2.1 secs 3.0 secs 2.1 secs

“Japanese goods” 2.2 secs 3.1 secs 2.2 secs

results report CPU processing time. The JPEG2000 context se-

lection uses many software optimizations as suggested in [23,

Ch. 17.1.2], whereas the proposed method uses a similar

degree of optimization. Table II reports the time required

by the tier-1 stage when decoding the full image encoded

using the original JPEG2000 context tables and “LAV”, for

the irreversible 9/7 wavelet transform. Results indicate that

the computational costs of the JPEG2000 context selection are

slightly lower than those required by “LAV” (third column of

the table). This shortcoming might be overcame by strategies

devised to minimize computational costs, such as the ad

hoc algorithm introduced in [48]. See, for example, that the

computational costs of “LAV” implemented as it is suggested

in [48] (fourth column of Table II) are the same as those of

JPEG2000. The coding performance of [48] is virtually the

same as that reported in this paper.

VI. CONCLUSIONS

The principal contribution of this work is a mathemati-

cal model that relates the distribution of coefficients within

wavelet subbands to the probabilities of bits emitted by

bitplane coding engines. The proposed model characterizes

the nature of the signal produced by wavelet transforms

considering the density of coefficients: 1) globally for the

whole subband, and; 2) locally for small neighborhoods of

wavelet coefficients. Main insights behind the proposed model

are the assumption that the magnitude of a wavelet coefficient

can be estimated as the arithmetic mean of the magnitude of

its neighbors (the so-called local average), and that symbols

emitted by bitplane coding engines are under-complete repre-

sentations of the underlying signal.

A second contribution of this work is the introduction

of a simple algorithm employing the principles of the local

average-based model to the core coding system of the ad-

vanced image compression standard JPEG2000. The proposed
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algorithm does not restrain any feature of JPEG2000, and

increases coding efficiency.

An important point of the local average-based probability

model is that it assumes stationary statistical behavior of emit-

ted bits. This enables the parallelization of coding bitplanes

with minimum penalization on coding efficiency, and enables

the use of small codeblock sizes without impact on coding

efficiency. Strategies similar to those introduced herein may

extend this work to other transforms, to hyper-spectral and

3D image coding, and to video or lossless coding.
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APPENDIX A

Our assumption is that f(χn | χ) is linearly increasing from

χ−m to χ, and linearly decreasing from χ to χ+m. Therefore

it can be expressed as

f(χn | χ) =











α · (χn − χ+m) if χ−m < χn ≤ χ

α · (|χn − χ−m|) if χ < χn < χ+m

,

(12)

where α is the slope. Since the pdf is symmetric on χ, we can

use any part of the above equation to determine α through the

integral between the pdf’s boundary and χ, i.e.

∫ χ

χ−m

α · (χn − χ+m) =
1

2
, (13)

which results in α =
1

m2
. Substituting α for

1

m2
in Equa-

tion (12) results in Equation (3).
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Fig. 2: Evaluation of the coding passes lengths generated by different probability models. Results are reported for the irreversible

9/7 wavelet transform. Results are cumulative from the highest bitplane to the one reported in the horizontal axis.
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Fig. 3: Evaluation of the coding passes lengths generated by different probability models. Results are reported for the reversible

5/3 wavelet transform. Results are cumulative from the highest bitplane to the one reported in the horizontal axis.
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Fig. 4: Evaluation of the coding performance achieved by different probability models. Results are reported for the irreversible

9/7 wavelet transform.
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Fig. 5: Evaluation of the coding performance achieved by different probability models. Results are reported for the reversible

5/3 wavelet transform.
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Fig. 6: Evaluation of the coding performance achieved with different codeblock sizes. Results are reported for the irreversible

9/7 wavelet transform. The PSNR difference between “LAV” and “CABAC - JPEG2000” is computed for each codeblock size

independently, i.e., the straight horizontal line reports different performance of “CABAC - JPEG2000” for each codeblock size.
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Fig. 7: Evaluation of the coding performance achieved with different codeblock sizes. Results are reported for the reversible

5/3 wavelet transform. The PSNR difference between “LAV” and “CABAC - JPEG2000” is computed for each codeblock size

independently, i.e., the straight horizontal line reports different performance of “CABAC - JPEG2000” for each codeblock size.


